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SUMMARY

The goal of the Stanford University Petroleum Research Institute is to conduct
research directed toward increasing the recovery of heavy oils. Present, SUPRI is
working in five main directions:

1.

2.

3.

4.

5.

FLOW PROPERTIES STUDIES - To assess the influence of different reservoir
conditions (temperature and pressure) on the absolute and relative permeability to
oil and water and on capillary pressure.

IN-SITCJ COMEUSIION - To evaluate the effect of different reservoir parameters
on the in-situ combustion process. This project includes the study of the kinetics of
the reactions.

STEAM WITH ADDITIVES - To develop and understand the mechanisms of the
process using commercially available surfactants for reduction of gravity override
and channeling of steam.

FORMATION EVALUATION - To develop and improve techniques of formation
evaluation such as tracer tests and pressure transient tests.

)?IELD SUPPORT SERVICES - To provide technical support for design and
monitoring of DOE sponsored or industry initiated field projects.



PROJECT 1: FLOW PROPERTY STUDIES

To assess the influence of different reservoir conditions (temperature and

pressure) on the absolute and relative permeability to oil and water and on capillary

pressure.
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Abstract
In the first part of this study, the accuracy of the JBN
technique for the determination of heavy oiUwaterrelative
permeabilities, and the effect of temperature on relative
permeabtities is examined by giving numerical as well as
experimentalexamples. Using the IBN technique leads to a
Mse temperaturedependenceof relative permeabtity curves.
In the second pa we present unsteady state relative
permeabtity experiments with initial brine saturation at
diEering temperaturesconducted using South Belridge sand
and heavyoil. A new three step experimentaltechniqueand
an analysis procedure were developed to test the effect of
temperatureon relative permeabiities. Ii3this technique, an
ambient temperatureunsteady-staterelative permeabtity run
is conducted in the first stage, and following that the
temperatureis increased twice (i.e. 122W and 150’3?). Two
phase saturation profiles along the sand pack are measured
using a CT scanner. A commercial black Oti simulator,
coupled with a global optimization code is then used to
estimate two phase relative permeabtities. Experimental
saturation profiles, differential pressure and recovery data
collectedfrom both the ambient and higher temperaturedata
are used in the numerical model. It has been observedthat a
single set of relative permeabfity curves can represent both
the ambient and high temperature parts of the experiment.
This suggests that relative permeability is not a fimction of
temperatureat least for the systemtested.

Introduction
For modeling thermal recovery processes for heavy oil
recovery, one needs to know not only tie relative
permeabtitiesat the originalreservoir temperaturebut also the
effect of increasing temperature on the relative permeability

curves. Overthe past three decad~ a numberof experimental
studies have reported contradictory temperature effects on
two-phase relative permeabilities as well as residual oil
saturations m porous media. Although a number of studies
have reportedsignificanteffeetsno consensushas emergedon
the generality of such effects or on possible mechanisms
causing such effects. Therefore this study aims to determine
the effixt of temperatureon relativepermeabfity curvesfor a
reservoir sand/ heavy-oilfNaBr water system and to examine
the use of unsteady-state relative permeability estimation
techniquesm such systems.

Edmondsonl found a reduetionin residual oil saturationin
Berea eons as tie temperatureincxeased. Using refined oils
and an unsteady state experimentaltechnique, he noted that
the relative permeabtity ratio of oil to water shifted towarda
higher water saturationas the tempemmreincreased.

Poston et al? investigated the effects of temperatureon
unconsolidated sand usrng refinedoils. They reportedthat
irreduciblewater saturationrncreaw%and the residualoil
saturationdecreasedwith.increasingtemperature.Moreover,
they concludedthat relativepermeabilitiesto both oil and
waterincreasedwithincreasingtemperature.

Contradictingpreviousreseardmr$ two studies3’4have
reportedtemperatureindependentrelativepermeabfitydata
obtainedfromunsteadystate experimentsm unconsolidated
and Berea sandstoneeon%using retined oils. Miller and
Ramey4noted various ar@cts, such aS materialbalance
errors,viscousinstabtity,claymigratio%wettabili~alteradon
by miscible cleaning methodsj and capillary pressure end
effects, that may have a.tfectedformer conclusions on the
effectof temperatureon relativepermeabilitydata.

Closmannet al? used the steadystate techniqueto”measure
altered unaltered and de-asphalted tar and brine relative
permeabiities at elevatedtemperatureusrngpreviouslytiozen
Peace River cores. They concluded thatj at higher
temperatures, tar and water relative permeabtity curves
shiftedtowardlowerwater saturations.

Maini and Batcyky6conductedunsteadystate experiments
at temperaturesrangingfromroom temperatureto 522°Fusing
a previouslyftozen core from a heavy oil reservoir,and stock
tank oil and formation brine from the same reservoir. They
measured the absolutepermeabtity to formationbrine using a .
transient pressure decay testj and used history-matching
calenlationsto obtain relativepermeabtities. They concluded

5
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thag irreducible water samration increased and residual oil
saturation decreased with increasing temperature up to a
temperature limit. Moreover, they reported that relative
permeability to oil decreas@ and relative permeabtity to
brineremainedunchangedwith increasingtempemture.

Polikar et al? used the steady state technique to measure
the relative permeability of Athabasca bitumen usrng
unconsolidated Ottawa sand as the porous medium. Their
results showedno significanteffect of temperatureon relative
permeabilityand saturationdata up to 392°F.

Maini and Okazawa8analyzedunsteady state experiments
conductedon an unconsolidatedsilica sand using Bodo stock
tank oil and de-ionized water. They history matched
production and differential pressure data to obtain relative
permeabtity curves. They concluded tit the most reliable
data they obtained were at residual oil saturation after three
pore volumes injected. They observed increasing relative
permeabilityto water with increasingtemperature.

Unlike the previous researchers, Watson and Erteking
studied the effect of temperature gradient on relative
permeabilitymeasurements using the steady state technique.
They found that dh%rent temperature gradients caused

oil saturations. These data suggestedthat the firedBereacores
become increasingly water-we~ and untired cores become
increasingly oil we~ during imbibition and drainage.
Moreover, they concluded that relative permeabilitiesto both
oil and water decreased with increasing temperature. They
also observed that the absolute water permeabfities of fired
13ereasandstonecoreswereunaffectedby temperature.

Polikar et al.l” conductedboth steady state and unsteady-
state relativepermeabilityexperimentsto find out the effect of
Temperatureon relative permeabtity. Using Athabasca
bitumenand deionizedwater, theyused the JBN1ltechniqueto
‘analyze their results. They observed no significant
temperature effects on relative permeabfity of either phase,
nor m the residual oil and irreduciblewater saturations. They
attributed rhe small changes sexm to core heterogeneity.
Moreover, they reported that steady state and unsteady-state
techniquesresulted in similarrelativepermeabfity curves.

More recently,Muqeemet al.” conductedsteadystate two
phase and three phase relative permeabtity experiments at
167°F and 257°F (75°C and 125°0 using an unconsolidated
sfi~ ~d with retiti o~ brine and nitrogen gas. The
measured relative permeabfities showed no significant

differencesin boti irreducible w~ter satura~onsand residual temperatureeffect. -

Table 1- A Summary Of The Recent Experimental Investigations Of Temperature
Effects On Relative Permeability.

ReJ Technique FIUMS

I I

4 Unsleady State (JBN) RefinedOd (BIandol)

, 1

7 Isteady state IAtbabasraBitumen

!

10 @adystate IRefined011(Soltrol

13 UnsteadyState (JBN) SJVOd-GuWlght +
SJV

‘Core Tempe=e
Range

Berea(1382°F) room-500W

Unconsolidated room-250’T
Ottawa(170-200)
UneOnsotidated room-300W
Ottawa(100-200)+
Berea(932”FI
lFrozenPeaeeRiver 385T
~Cores
FrozenCorefroma room-522T
HvyOilRes

Unmnsolidated room482T
Ottawa(-200)
UnconsolidatedSilica room-392’T
Send(140-170)

Besea(1832”F)+ room-300W
Unfiied
UnmnsolidatedSilica 2121W82°F
‘Sand(17(L230)
UnmnsolidatedSitica 167’F&257°F
Sand (140-200)
UnmnsoJidated roem-300T
preservedcores+
Berea(925”F)

Safsua.tion lEnd-Point IRekztive
Measurement jSataration ~Penneabili@
graduatedcylinders lS<~T~- Ib shifted

I ItoIOwerSW
photoeetl+ frequency Independent independent
counter
separator+ graduated independent independent
cylinders

-
I 1

materialbatance independent independent
I 1

separator+fiaetionalInotpresented IUT TT
ecketor 1- Id.’rT-r

I I

materialbatanee independent independent
I I

s-or not prtxented independent

graduatwlcylinders independent k shifted
to lowers.

6
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Kumar and Jnouye13used the JBN technique to analyze
unsteadystate relative permeabfity experimentsconductedat
differingtemperatures. They tried to obtain low temperature
analogues to high temperature relative permeability data.
They concluded that relative permeability data obtained at
ambient conditionscan be used for high temperaturesas long
as the viscosityratios and the wettabtities were similar. They
also reported that residual oil saturationand irreduciblewater
saturationare independentof temperatureand area fimctionof
viscosityratio.

The results obtained from the aforementionedstudies are
Summrizd in Table 1. It can be observed that there is no
conclusiveagreementon the effectof temperatureon oil/water
relativepermeabiities. Althoughsome studies showan effect
of temperature%othexs disagree with that by attributing
changes observed to viscous iIlStabiiti13 and
to other experimental errors. Basically, the reasons for
divergence of experimental data may be summmizd as
follows:

I.Errors in saturationmeasurements.
2.Errors caused by neglect of capillary pressure end
effects.
3.Wettabii~ variationswith differingoils, and brines.
4.Assumptionsmade to relate experimentalprocedures
andkr calculations.
5.Inadequacyof mathematicalmodels used to represent
multiphaseflow conditions.

It is clear thag unless the problems stated above are
overcome,abetter understandingof the effectsof temperature
on relarivepermeabiities will not be achieved. k the firstpart
of this study, the accuracy of the JBN technique for the
determinationofheavyoil/waterrelativepermeabilitiesand its
implication on the effect of temperature on relative
permeabilities is discussed by giving numerical as well as
experimentalexamples. In the secondpart of the study,anew
experimentaltechniqueis presented to tackle the effectof the
temperature problem in a qualitative manner. Ill this
technique, an ambient temperature unsteady-state relative
permeabili~ run is conductedin the fist stage, and following
thz the temperatureis increasedtwice (i.e. 122°Faud 150~.
Two phase saturation profiles along the sand pack are
measured using a CT scanner. A commercial black oil
simulator, coupled with a global optimization code is then
used to estimatetwo phase relativepermeabtities. It has been
observedthat a single set of relative permeabilitycurves can
representboth the ambient and high temperatureparts of the
experiment. This suggests that relative permeabilityis not a
function of temperatureat least over the temperaturerauge
studiedon tie systemtested.

Applicationof the Unsteady-StateRelative
PermeabilityEstimationTechniqueto HeavyOil
Systems
Most of
obtained
water/oil

the parameters used in thermal simulations are
fkom laboratory measurements. For iUStaIICe,

relative permeability curves are determhed from

corefloods involving formation brine aud oil. There is,
however, uncertainty associated with this type of data since
the high viscosity of heavy oils makes the measurement
difficult and the unspecified heterogeneity of the core
material complicates flow paths and saturadon distributions..
The principal objective of this section is to examinewhether
or not a Buckley-Leveretttype displacementmodel (i.e. JBN
technique) could be used to describe the behavior of such
unstable displacements. Another purpose is to find out what
happens if such a technique is used to estimate oillwater
relative permeabtities. To achieve this goal, several
hypotheti@ unstable and immiscible displacements
corre.spondmg to experiments conducted at different
temperatures were simulated usrng a commercial simulator.
The level of instability in these experimentswas quantifiedby
a dimensionlessstabiity number, Nk proposedby Peters aud
Flock14.

~ (M -1)(V -Vc)pwd’
=is i’?wkwor~

Accordingto Peters aud Flo& a core-floodwill be stable
(pMon-like displacement and no viscous fingering) if the
dimensionless stability number is less than 13.56. The
properties of the porous medium and the fluids used in the
hypotheticalexperimentsas well as the stabtity numbers for
no initial watix saturationare presentedm Tables 2 and 3. It
can be observed that even at high temperatures,these core-
floods are highly unstable showing significant viscous
fingering. However, capillary end effects were kept at a
minimum as the scaling coefficients proposed by Rapoport
and Le&’ werehigher than the critical value (i.e. L u ~ ft-
ftk+cpis greaterthan 3.5) for all experinmts.

A commercialblack Oil sinmhtor, ECLIPSEls,was USedto
simulatetheexperimentalconditionsgiven m Table 2. Three
dmension@ radial geometry was used to simulate the
experiments. To accountfor viscous fingers center gridshad
smallerdiameterincrementscomparedto the outer ones. The
first aud last grid planes m the z direction had higher
transmissibility compared to other grids to reproduce the
experimentalrnlet and outlet lines together with spider-web
shapedendplates. Productionaud pressuredifferentialhistory
across the core were colkcted. Unsteady-state relative
permeabtitie.s were then computed by applying the JBN
techniquellusrngthe equationsgivenbelow

dlvp
f.= 1 =—~+kwpo Ni

k%
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Table 2- Properties Of Porous Medium And
Fluids Used For Hypothetical Experiments.

PorousMedium I Fluid Properties

I

Permeabilii = 5.3 Darciesl Viscos”@@070 F=220 Cp
1

Porosity= 0.394 ]Dens”~ @070 F=O.878 gin/cc
I

Length= 17.8 cm Water
I

Diameter = 2.54 cm I Viscosity at 070 F = 0.97 cp

lDensity at 070 F= 1.00 grrdcc

Table 3- Stability Numbers For Different
Experiments With No Initial Water Saturation.

Experiment 1 2 3

Temperature, “F 70 122 150

Stabilii Number 40167 6650 3174

Rapoport& Leas Number 14.21 7.82 5.97

Figure 1 gives the comparison of the .srmmation
distributions at 0.193PV of water rnjected obtained horn
simulationsalong the hypothetical core (L=17.8 cm) at three
different temperatures (70, 122 and 150°F) and at four
differentlocations with a zero initial water saturation. It can
be observed that the front is not stable, and moreover, a
fingering pattern is visible m the center of the core for all
cases. Note thatthe same set of relative permeabilitycurves
was used to generatethese data

1 47 10cm

The relative permeability curves obtained using JBN
analysis for no rnitial water saturation are compared to the
input curvesin Fig 2. Notice that although the samerelative
permeability cwwes were used to simulate cowfloods at
clifferenttemperatures,differentapparentrelativepermeabtity
curves were obtained usrng the JBN technique. Interestingly,
the resulting relative permeability curves show a t%dse
temperature dependence. That is to say, there is a
considerableincreasem the calculatedrelativepermeabilityto
oil and waterat a constant saturationas temperatureincreases.
The end point oil satumtion also decreases and the
corresponding water relative permeabtity increases as
temperature increases as observed in Table 4. This t2ilse
temperaturedependenceagrees with the general trend that oil
<andwater relative permeabtity curves shift to the right as
reported in studies by Sinnokrotl’, Weinbrrmdtet al.ls, ~d
others5’6. Moreover, these false findings agree with the
cxmceptof decreasedresidual oil saturationwith a temperature
increase.

1

0.1

s
0

=

2,&

sz-

0.01

0.001

--J- 122 F x
o 15o F #X# :=0

-o
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; ‘:

-o
xx
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xx
x : 2

x -0
x-o
H

0 0.2 0.4 0.6 0.8 1
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Fig. 2- Comparisonof JBN derived relative permeabilitiesto input
[datafor differing temperatures with no initial water saturation.

Fig.l- Comparison of saturation distributions at different
temperatures: top 70”F, middle 122”F, bottom 150”F, at 0.193 PV
injected.
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Table 4- End Point Oil Saturation And Relative
Permeability To Water At Different

Temperatures Without Initial Water Saturation.

e

E3EEEl
Three similar hypothetical experimentswere simulated to

see the effectof initial water saturation. The stabtity numbers
weremuch smallercomparedto the no initi81water saturation
case,but still indicated unstable displacementsas observedin
Table 5. Jn these cases, the calculated relative permeabfity
curves showed similar Wse temperature effects, and also
fhiled to find the input relative pexmeabtity curves as shown
m Fig 3; the WXerencesweresomewhatsmallerfor oil relative
permeabilities but larger fbr water relative permeabtities.
Similar to the no initial water saturation cases, the calculated
residual oil saturation decreased as temperatureincreased as
observedin Table 6.

Table 5- Stability Numbers For Different
Experiments With Initial Water Saturation.

Experiment 1 2 3

Temperature, “F 70 122 150

StabilityNumber 582.3 96.4 46

Rapoport& Leas Number 14.21 7.82 5.97

Table 6- End Point Oil’Saturation And Relative
Permeability To Water At Different

Temperatures With Initial Water Saturation.

Temperature (oF) S.r &/

70 0.281 0.0684

122 0.244 0.0995

150 0.204 0.2119

input 0.200 0.172

Another common technique used to estimate relative
permeabtity curves is one dimensionalhistory matching. To
estimate relative permeability curves with the history
matching or parameter estimation approach, an objective
functionas shownbelow, is constructedas a weightedsum of
squared differences between the measured data and
calculations from a onedimensional mathematiczdmodel of
the experiment

1

0.1

s
oz=
8
*

e-

0.01

0.001

El
—Input
x70F
- 122F
o 15o F

1x f

0 0.2 0.4 0.6 0.8 1
Sw,fraction

Fig. 3-Comparison of JBN derived relative permeabilities to input
data for dfierent temperatures for 40% initial water saturation.

For a typical displacementexperiment the measured data
might consist of a set of presure drops across the core, the
recoveryhistories of the displaced pha.% and if available the
internal saturationprofile+g.

By using a one dimensionalradial grid definition,the same
hypotheti@ aforementioned data for no initial water
saturationwas used to generaterelative permeabtity curvesby
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matching the pressure and production response for differing
temperatures. Figure 4 comparw the estimated relative
permeabtity cum.s with the rnput data. As the temperature
increas@ oil relative permeabtity increased and water
relative permeability decreased at the same saturation.
Therefore, it can be concluded that one dimensional history
matchingis also showinga fake temperatureeffect.

1
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x

0

x

x

x

x

x

x

x

x
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0 0.2 0.4 0.6 0.8 1
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Fig. 4- Comparison of history matched retative permeabifitiaa to
input data for dfierent temperatures for no initial water
saturation.

The above findings clearly show that JBN, and like
techniques can lead to erroneous results. It seems that the
viscousinstabilityeffects get smaller if the core is rnitiallyat
residual water satumtion. Another important finding is that
becauseof viscous instabilities, the JBN techniquealso leads
to a fllse temperature effect regardless of initial water
saturation.

A possible, alternativesolution to the problem of finding
the effect of temperature on heavyoiUwater relative
permeabtities is to introduce a new experimental technique
that consists of three different parts. In the first pm a
conventional oil/water relative permeability experiment is
conducteduntil no more oil is produuxl. Following that the
temperatureis increased twice, and at each of these higher
temperatures rnjection is continued until residual oil
saturation. The pressure, saturation and production data
collectedduring the ambient part of the experimentis used to

calculateheavy oilhvater relative permeabtity curves using
fhe aforementionedhistory matching procedure. Then, using
lhe-serelative permeability curves, the rest of the experiment
(i.e. higher temperate parts) is simulated and comparedto
experimentaldata. There are two possible outcomes of this
procedure

I.Both parts of the data (i.e. cold and hot) are matchedby
using only one set of relative permeabilitycurves,which
would indicate that the flow functions do not dependon
temperature.

2.The algorithm fails to represent both parts of the
experimentaldata (i.e. cold and hot) usrnga singleset of
relative permeability curves, which would indicate that
the flow fimctionsdependon temperature.

This techniqueprovidesa qualitativeresult to the effectof
temperatureon oil/water relative permeabtities. Ye4 at the
same time the higher temperature parts of the experiment
provide some quantitative information on the residual oil
saturationand end point relativepermeabtities.

Results and Discussion
Two different sets of experiments were conductedusing the
proposed experimentalprocedureand analysis. In the lirst set
of experiment clean Ottawa sand and a high viscosity
mineral oil were used. Table 7 gives the properties of the
porous medium and the fluids used in these experiments.
Since high temperature relative permeability experiments
require core holders and sleeves that can withstand high
temperatureand pressure, a core holder was designed that
consists of an aluminum outer shell with internal adjustable
centmlizers which hold and centralize an aluminum core
sleeve(1 3/4 in ID, and 16 in long ) as shown in Fig 5. The
core sleevecan operatesafelyup to 482°F and 1000psi. With
its currentdesign the core holder is suitablefor CT monitored
high temperatureexperimentsusinga heating circulatorfor the
annulus.

Table 7- Properties Of The Sand And Fluids
Used In The First Set Of Experiments.
Porous Medium Fluid Properties

I

Ottawa Sand (mesh 100- MineralOjl(Kaydol)

200)
Permeability= 5.3 Darcies Viscosity @ 70”F=220 cp

I
Poros-~ = 0.31Y. Dens-w @ 70”F=0.878

grnlcc

Length = 40.84 cm Water (8% wejghtKBI)

Diameter = 4.445 cm Viscosityat 70°F=l .075 cp

Density at 70”F=I .05 grrkc

10
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Centralizer Centrstizer

Centralizer Centralizer

Fig. 5- Schematicdmgramof the core holder used in the
experiments.

Following the aforementionedprocedure a displacement
experimentwas conducted with initial water saturation. The
first part of the experiment was performed at room
temperatureand then the temperaturewas increasedto 122°F
an~ thento 150°F. CT scans were taken to monitor saturation
changes at differing times: Figure 6 displa~” 3D re
constructions of water saturation distributions at different
stages of the experimentat differing tempemtum. The left
columnof this figure gives images taken at 0.606, 1.01, 6.06,
and 8.33 pore volumes of water injected from the ambient
temperaturepart of the experiment. It can be observedthz
becauseof the high viscosityratio, water fingers were formed
and the floodfront was not stable. The effect of temperature
is presentedat the right column of the same figure. As can be
seen,averagewater saturationdoes not change much. Figure
7 showsaverageoil saturationprofiles obtainedby averaging
CT derived saturations plotted at differing times. It can be
noticed that temperatureincreasehas a minimal affect on the
end point saturations. We can say that residual oil saturation
is independentof temperature. Following thag a nonlinear
opdmizationCodelgcoupled with a commercialsimulatOrlGin
2-Dradialmodewas used to historymatch the ambientpart of
the experimental data m a least squares manner and the
relativepermeabilitycurvespresentedm Fig 8 were obtained.
Figure 9 givespressuredifferentialand productiondata fits to
all parts of the experiment using these curves. It can be
observed that the experiment can be modeled usrng the
relativepermeabfity curves obtainedfrom the cold P This
indkates that heavy oil/water relative permeabtities do not
dependon temperaturefor the system m considerationat this
temperaturerange.

Variations in capillary pressure and relative permeability
with temperaturemay be expected for a rock/fluid system
whosewettabtity is temperaturedependent. Shmokrotet all’
discussedthat relative permeabilities and capillary pressures
may exhibit temperaturedependencefor systems whose fluids
containlargeconcentrationsof wettabtity alteringcompounds
like asphaltenes. To check such a possibility another

experimentwith initial water saturation was conductedusing
South Behidge sandand oil. This field was selectedsince it is
a major target for thermal recovery operations like steam
flooding and m-situ Combustionzo. Table 8 gives the
properties of the porous medium and the fluids used in the
experiment. The sand was packed without cleaning to
preservethe originalnettability. The initial temperatureof the
experiment was kept at the reservoir temperature of 95°F
(35°C)20to have a reasonable starting viscosity ratio as
observed in Eg 10. The rest of the experimentalprocedure
was similar to the previous one such that the temperaturewas
increased to 122°F and then to 150°F after the initial part.
However,becauseof experimentaldifficultieswater rnjection
at higher temperatureswas not continueddown to residual oil
saturation.

Fig. 6- 3-D reconstruction of water saturation distributionat
different stages of the experiment 1 (Left 70”F, right top 70”F,
middle 12%’F and bottom 150”F).
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Fig. 7- Oil saturation distribution at different stages of Experiment
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Fig. & Relative permeabilities obtained by automated history
matching technique for Experiment 1.
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Pig. 10- South Belridge o[fhrater viscos-~ ratio temperature chart
for Experiment 2.

Figure 11 gives reconstructions of the water saturation
profilesobtainedusing the CT scan images. A higher level of
instabtity is apparent compared to the previous experiment
becauseof the high vi8cosityratio. Comparedto the previous
experimentthe effectof temperatureis much greateras can
also be observed horn the average saturation profiles plotted
“mFlg 12. This was due to the short durationof each hot part
of the experiment. However, a nice match was obtained to
experimentalpressure data shown m Fig 13 usrng the relative
permeabilitycurvespresentedm Fig 14 which is based on the
cold temperature match. Therefore, it was concluded that
relative permeabilityis not a function of temperatureat least
for the systems presented and for the temperature range
studied. It also appears that nettability alteration is not an
important factor at this temperature level. Furfher study at
highertemperature is required.
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Fig. 11- Planar reconstruction of water saturation distribution at
different stages of the Experiment 2 (Left 70°F, right top 70”F,
middle two 1220F and bottom 150°F).
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Fig. 12- Oil saturation distribution at different stagea of the
Experiment 2.

Figure 11 gives re~constructionsof the water saturation
profilesobtainedusing the CT scan images.A higherlevelof
instabilityis apparentcomparedto the previous experiment
becauseof the high viscosityratio. Comparedto the previous
experimentthe effect of temperatureis much greater as can
also be observedfrom the averagesaturationprofilesplotted
in Fig 12. Thiswas due to the short durationof eachhot part
of the experiment.However,a nice match was obtainedto
experimentalpressuredatashownin Fig 13usingthe relative
permeabilityctuvespresentedin Fig 14whichis basedon the
cold temperaturematch. Therefore, it was concluded that
relativepermeabilityis not a Iimctionof temperatureat least
for the systems presented and for the temperaturerange
studied. It also appearsthat nettability alterationis not an
important factor at this temperaturelevel. Further study at
highertemperaturesis required.
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Fig. 13- Pressure differential data fit to Experiment 2

Conchfsions
Based on hypotheticalheavy-oilhvaternumerical simulations
it was observed that the use of the JBN technique for the
estimation of heavy-oil/waterrelative permeabilitie.skmd.sto
erroneous results and a fidse temperature effect A new
experimentaltechnique is presented to tackle the problem of
the effectof temperatureon oilhvaterrelativepermeability. It
was found that temperature does not have any effect on the
relative permeabilitim for the systems and temperaturesused
m this study. These findings show that previously observed
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apparenttemperaturedependenceof endpoint saturationsand
relativepermeabilitiesis basicallycausedby a decreasem the
oilhvaterviscosityratio with temperature.
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Fig. 14- Relative permeaMfities obtained by automated history
matching teohnique for Experiment 2.
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Nomenclature
d = Core diameter, ft.
f= Fractional flow, tkaction
g = Gravitationalacceleration
k = Relativepermeabtity, fraction
u = Darcyvelocity,Wsec
1, = Relativeinfectivity,fraction
J = Objectivefunction

M = Mobilityratio or number of grids
N = Numberof data points

NP= Production,PV
N. = Nettability number,dimensionless
Q = vol~e of displacedphaserecovereclPV

Ap = Pressuredifferentialacross the core,psi
S = Saturation,ftaction

V== Characteristic velocity, tisec
W = Injection,PV or weighingt%tor
,u = Viscosity,cp

p =Density,lb/ft3
o = Oil-waterrnterfheialtension,dyne.hn

Subscripts and superscripts
cal =Calculated

i, j, k = lndiees
O=oil

0/7.S = Observed
or = Residualoil
p = Pm&led
W=water

W2= End point
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Experimental and Theoretical Investigation of Multiphase
Flow in Fractured Media

E. Rangel~Gennan, S. Akin and L. Castanier
Petroleum Engineering Department, Stanford University

ABSTRACT

A laboratory flow apparatus was built to obtain data on water-air displacements in
horizontal single-fractured block systems. For this purpose, two configurations have been
used: a two matrix-block system with a lmm spacer between the blocks, and a two
matrix-block system with no spacer. During the experiments, porosity and saturation
calculations along the cores have been made utilizing an X-ray Computerize-d Tomography
(CT) scanner. Saturation images were reconstructed in 3-D to observe better matrix-
fiacture interactions. Differences in fluid saturations and relative permeabilities caused by
changes in fracture width have also been analyzed. The fracture system without a spacer
showed a more stable front and faster breakthrough than the other. However, the final
water saturation was higher in the wide fracture system, thus showing that capillary
pressure in the narrow fracture has more eff’t on recovery. Simulations of the
experiments were made using a commercial reservoir simulator (Eclipse). Fracture
relative permeability and capillary pressure curves were obtained by history matching the
experiments. Sensitivity analysis of parameters such as fracture relative permeability,
capillary pressure in the fracture, and fracture width were also conducted. The results
showed that the assumption of fracture relative permeability equal to phase saturation is
incorrect. Moreover, larger flow resistance in the fractures was observed by comparing the
experiments with numerical simulation work . We found that the processes are both
capillary and viscous dominated.

INTRODUCTION

. Fractured porous media are usually comprised of two systems: a matrix system
that contains most of the fluid storage, and a Iiacture system where fluids can flow more
easily. Under this assumption, flow equations are written assuming that reservoir behavior
is dominated. by the transfer of fluid from the matrix to the high conductivity fractures,
which are also often entirely responsible for flow between bloch and flow to welks.

Any representation of the material balance equation that describes the flow
through fractured porous media will assume the knowledge of both rock and fluids
properties, capillary pressure and relative permeabilities. Any of these parameters can be
obtained for the matrix by laboratory work, but not for the properties for the fractures.
To obtain more data on parameters such as flacture capillary pressure, fracture relative
permeabilities and/or saturation distributions, further experimental work is necessary.
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Therefore, the purpose of this study is to investigate this problem both experimentally and
by numerical simulation.

Previous experiments can be grouped into several broad categories: 1) imbibition
dominated experiments, 2) gravity dominated experiments, and 3) flow in a single fracture
experiments, which are mostly studied in geothermal and hazardous waste disposal
problems, where the main topic is the understanding of flow with no or little matrix
interaction in an attempt to obtain better fracture relative permeability data in more
realistic fractures (Hughes, 1995).

In gener~ several authors (Kazemi and Merrill (1979), Be&ner (1990), Gilman et
al. (1994)) have assumed that fracture capillary pressures are negligible. Others have
shown experimentally that capillary continuity becomes important when gravity provides a
driving force (Horie et al. (1988), Firoozabadi and Hauge (1990), Labastie (1990),
Firoozabadi and Markeset (1992). Kazemi (1990) states his belief that capillary continuity
is prevalent in the vertical direction and has suggested that, to reduce the number of
equations to solve, fractured reservoir simulations should use the dual permeability
formulation for the z direction and the dual porosity formulation for the x and y directions.

For this work, detailed measurements of pressure, rate, and saturation distribution
were performed, and attempts to measure phase distribution inside the fracture were also
made using a (CT) scanner. This research resulted in a much better understanding of the

physical processes that occur when tsvo or three phases flow in a fractured system,
compared to previous reported studies (Guzman and &iz (1993), Hughes (1995)). Our
first step was constructing an experimental apparatus capable of reproducing the results
obtained by that by Hughes( 1995). Thus, we conducted similar experiments using two of
the core holders developed by him in order to verify that this new experiment gives
consistent results. Once the apparatus was test~ we conducted water-air flow
experiments using an 8% NaBr brine solution as the wetting phase. Differences in fluid
saturations and relative permeabilities caused by changes in fracture width were also
analyzed.

Simulations of the experiments using a commercial reservoir simulator were
performed. Fracture relative permeability and capillary pressure curves were obtained by
history matching the experiments qualitatively. A sensitivity analysis of parameters such as
fracture relative permeabiLity, capdlary pressure in the fracture, and fracture width was
also made.

EXPERIMENTAL DESIGN AND PROCEDUI@

Two Boise sandstone cores that are rectangular in shape were used. Due to the
rectangular shape and the desire to measure in-situ saturations through the use of the CT
scanner, conventional core holders could not be used. A core holder similar to the one
designed by Guzman and Aziz (1993) later developed by Hughes (1995) was used. It
consists of an epoxy resin surrounding the core as well as plexiglas end plates and a piece
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of 3/8 inch Viton acting as a gasket between the core and
shown in Figure 1.

cfX33hoider Z&Sign

the plexiglas end plates as

‘- ‘-d%&._

%%%

Figure 1. The Core Holder.

?l-—

Figure 2. Flow System (After Hughes, 1995.)

The flow system shown in Figure 2 allows fluids to be directed to any port or
combination of ports in the experiment such that l)It can be directed to calibrate the
pressure transducers, 2)It can be used to inject from one end and to produce from the
opposite end, 3) It can be used to inject into one or more of the ports on the top and
bottom of the core holder, or 4) To b ass the core holder completely. It also consists of

?’two pumps that inject 0.01 to 9.99 cm /rein in 0.01 increments. Plumbing downstream of
the pumps allows tig of the fluids being discharged by each pump. This setup allows
injection pressure to be monitored with a test gauge and recirculation to measure pump
output rates. An 8% NaBr doped water was used as the water phase, since adding salts to
water increases water density and allows higher resolution images from the CT Scanner.

The first core used had a fracture with no spacer in between the blocks. The total
travel distance of the positioning system (accuracy * 0.01 mm) was then 25.5 cm,
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resulting in 13 slices including those two located at the pressure ports (fourth and
eleven~ for the fist experirnen~ and fourth and ten~ for the second one.) The second
experiment was done using a coreholder that contained a similar system with two Boise
sandstone blocks with a 1 mm thick fracture in between. Figure 3 shows the CT scan
locations.

Figure 3. CT Scan Locations.

The Iirst step of all experiments was to scan the dry core for reference dry images
that are used to calculate the porosity and saturation distribution along the cores. The
second step was to evaluate how water imbibed into an unsaturated core. Starting with a
flow rate of 2 cm3/min, CT images of the core were taken every 5 minutes until the first
20 minutes of water injection (0.15 PV). After this, images were taken at regular
intervals. Following that the top and bottom ports were opened to allow the core to the
maximum water saturation. Common to all time steps, we tried to take images up to one
location ahead of the water front. After 5 hours (2.25 PV) of water injection, the flow
rate was dropped to 0.5 cm3/min and we injected water for 14 more hours to reach steady
state. After 8.55 PV of water injected, reference 100% water saturated images were taken
at the same locations. Two sets of CT slices were taken to find a possible change in CT
numbers. Negligible changes in CT numbers were observed. Table 1 summarizes the flow
rates used. The same experimental procedure was followed.

Table 1. Rates and Timing for the Core with Thin Fracture.

Fluid Injected Time [hr.] Flow Rate [cm3/min] Ports
Water 0.0- 4.0 2.0 Top and bottom closed, lateral open.
Water 4.0- 5.0 2.0 Top and bottom open, lateral closed.
Water 5.0- 19.8 0.5 Top and bottom open, lateral closed.
Water 19.8 -23.0 2.0 Top and bottom closed, lateral open..

DATA ANALYSIS

Using the CT numbers obtained from the experiments, porosity and saturation
distribution along the core were determined. The most common way to calculate porosity
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(2)

from CT Scanner images is by using the following expression (Withjack, 1988):

4
CTW– C~~

= GW - CT=
(1)

where CTcw is the CT number for a 100% water saturated core at a matrix location,
~cd is the CT number for a dry core at a matrix location, CTw is the CT number for
water, and CTa is the CT number for air. The CT number for water (8%NaBr solution) is
around 360, while the CT number for air is -1000. The water saturations were also
calculated fi-omthe CT images. The following equation shows the way to evaluate water
saturation for the water displacing air case.

Sw = CTm – C~~

flm – CTd

RESULTS ,

First, we computed the values of porosity using Equation 1 at each location
indicated in Figure 3. The porosity images for both systems are shown in Figure 4, where
the values below each square correspond to the mean and the standard deviation,
respectively, of the porosity values obtained from CT numbers. This step was essential for
both experiments because from these images and their corresponding values we
differentiated the regions with higher or lower porosity. The range of values are shown in
the color bar in the right hand side in Figure 4. There, we can also see that the system with
the thin fracture has a little higher porosity than the system with the wide fracture,
especially in the top block, where values up to 0.13 were observed. We found that the
average value for porosity calculated fkom the scans was 14.5% for the wide fracture
system, which matches with the average-value 14.35% reported by Hughes (1995).
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Ni3Tow Fracture

WideFracture

Figure 4. Porosity Distribution for the experimental system.
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Following the aforementioned procedure, and the flow rates, times and
injection/production conditions shown in Table 1, several sets of images like the
one shown in Figure 5 corresponding to 1.5 hours of water injection (0.67 PV)
were obtained. Similar to the porosity images, each square corresponds to water
saturation values obtained at one location. The pair of values presented below
each square corresponds to the mean and standard cleviation of the top, bottom,
and both blocks, respectively. The color bar on the right hand side shows the
range of water saturation values. Different profiles, corresponding to different
pore volumes of water injected were plotted. The profiles are more or less
stable and they appear to be quasi one dimension.

... ::.:y,.
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O.c.%133 032 0s3 m 0.74 -0.02 a62

Figure 5. CT Saturation images for the Thin Fracture System after lhr 30 min of Water
injection.

The same procedure was followed for the wide fracture system and CT saturations
were obtained. Figure 6 gives water saturation distribution at 0.67 PV of water injected.
Different profiles, corresponding to d~erent pore volumes of water injected were also
plotted. The profiles are less stable than those for the thin fracture system as obse~ed
from the 8&through 12ti slices. We observed similar profiles for all times (Le., piston-like
movement in thin fracture system, and unstable front in wide fracture system.)
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Figure 6. CT Saturation images for the Fracture System after lhr 30 min of Water
injection.
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In order to have a better understanding of the processes and the differences
between the flow patterns for diilerent fracture widths, three dimensional (3-D)
reconstruction of several sets of images were computed. These 3-D images show more
clearly how the fluids actually flow through fractured porous media as shown in Figure 7.
These reconstructions show water saturations greater than 50%. There, we can see how
the water front for the wider fracture system goes almost at the same speed as the water
front for the thinner fracture system does for the same tie. For instance, one can see that
after 1.5 hours of water injection, the water front in the thin fracture system seems to be
ahead of the front for the wide fracture system, however, ifter two hours of water
injection water has filled up both systems.

N arrow
30 min.

1 hr.

Wide

1 hr.30 min

2 hours

Figure 7. 3-D Reconstruction for both systems for Sw> 0.5.

It can be observed that for the thin fracture system the front is stable. The flow
from the fracture to the matrix is clearly visible. That is to say, capillary continuity is
maintained between the fracture and the matrix. However, for the wide fracture system the
imbibition forces are not that strong and the front is not piston like. We also observed
faster breakthrough times for the wide fracture.
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NUMERICAL SIMULATION WORK

Simulations of the experiments using a commercial reservoir simulator have been
completed. A cubic cartesian gridding proportional to the cores was designed in such a
way that we had three different “boxes”. Two of them simulate the top and bottom blocks
with matrix rock properties; i.e., matrix capillary pressure curves, matrix relative
permeability curves, matrix absolute permeability, porosity, and the other set of blocks
simulate the horizontal fracture with fracture properties; i.e., large absolute permeability,
fracture capillary pressure curves, and fracture relative permeability curves. It was
assumed that relative permeability and capillary pressure in the matrix are constant. We
used the curves presented by Persoff et. al. (1991). Fracture relative permeability and
capillary pressure curves were obtained by history matching the experiments. Sensitivity
analysis of parameters such as fi-acture relative permeability, capillary pressure in the
fracture, and fracture width have been done. We considered each parameter
independently.

First, we studied capillary pressure in the fracture under the assumption that it is a
linear function of water saturation. Different cases for capillary pressure curves and
relative permeability curves for the fracture are shown in Figure 8. It is important to note
that for fracture relative permeability curves, the lower the slope of the straight line, the
higher the resistance to flow through the fracture. Starting with a high capillary pressure in
the fracture, we observed that the matrix front matched we~ but the breakthrough time
was faster compared to our experimental results. We decreased the slope of the straight
line capillary pressure in the iiacture up to a point in which the breakthrough time as well
as the matrix liont matched the experiments. For the sake of completeness, we also
studied extreme cases that are often used in real practice such as very low and no capillary
pressure in the fracture, although neither one resembled experimental data. The no
capillary pressure case showed us that the blocks worked independently, so the capillary
continuity that we had seen in the experiments did not occur in the numerical studies.

1

0.8

0.2

0

Case 2

0 0.2 0.4 0.6 0.8 1

Water saturation, fraction

1.0
Case A/

0.8-

0.6-

&
0.4- - --- Marrix

0.2- -

0.0

0.0 0.2 0.4 0.6 0.8 1.0
Water saturation, fraction

Figure 8. Different cases for capillary pressure curves and relative permeability curves for

the fracture.
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After obtaining the proper description of capillary pressure in the llacture, we
continued by studying the effkct of fracture relative permeability curves. The assumption
of fracture relative permeability equal to phase saturation is often used in numerical
simulation. This assumption suggests, no resistance, ideal flow of fluids in the fractures,
such that inside the fracture the phases can move past each other without hindrance.
However, if relative permeabilities with a slope less than 1.0 is used, the effective total
mobility is reduced. Pan et. al. (1996) discussed that higher resistance in the ftactures must
be used, such as 0.8 and 0.6 slope straight lines instead. Our results show that the best
matches are’achieved when an 0.6 slope is used. This indicates that the presence of a small
amount of one phase interferes significantly with the flow of the other phase.

In order to obtain the best match, we also examined the heterogeneities present in
the systems, especially in the wide fracture system. So we ran different heterogeneous
cases until we obtained better matches. We achieved this goal by assigning higher porosity
(14%) to the bottom block and lower porosity (13%) to the top block. The results for this
case are shown in Figure 9 which proves that, capillary pressure in the fracture can not be
neglected and the heterogeneity must also be considered.

Similarly, we followed the same analysis for the system with no spacer in between
the blocks. An interesting observation was that neither the capillary pressure in the
fracture nor the relative permeability curves affected the results. That lead us to the
conchsion that the fracture is so thin that there is ahnost petiect continuity, and it acts like
a solid block Figure 9 also shows the comparison of the experimental results with the
numerical simulation results for the system with no spacer. The fracture system without a
spacer showed a more stable flont and faster breakthrough than the other, as we had seen
in the experimental results.

CONCLUSIONS

The results of the combined experimental and the simulation study show:

1.

2.

3.
4.
5.
6.

Areas with lower permeability and porosity were identified and used in numerical
simulations.
Thin fracture system showed more stable fronts and slower breakthrough compared to
wide fracture systems.
Capillary pressure has more effect when the flactures are narrow.
Larger recoveries can be obtained when the fractures are wider.
Assuming zero capillary pressure in the fracture is incorrect.
X-type relative permeability curves can be used for fractured systems using high
resistance through fractures.
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I
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Figure 9. Comparison between experiments and simulations for narrow and wide fkacture

systems.
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Abstract
The fluid trausferparametersbetweenmatrix and fiactnre are
not well known. Consequently, simulation of tlactured
reservoirs uses, in general, very crude and unproved
hypothesis such as zero capillary pressure in the fraclure
and/or relative perrneabtity functions that are linear with
saturation. In order to improve the understanding of flow in
liactured m~l% an experimental study was conducted and
numericalsimulationused to interpret experimentalresults.

A laboratory flow apparatus was built to obtain data on
water-air imbibition and oil-water drainage displacementsin
fracturedsandstonesystems.During the experiments,porosity
and saturation were measured along the cbre utiliziig a
ComputerizedTomography (CT) scanner. Saturation images
were reconstructed in 3-D to observe how matrix-ffaeture
interaction occurred. Differences in fluid saturations and
relative permeabilitiescaused by changes of ticture width
havealsobeenanalyzed.

In the case of water-air imblbition, flacture systems with
narrower fracture apertures showed more stable fronts and
slower water breakthrough than the wide fracture systems.
However, the final water saturation was higher in wide
fracture systems,thus showing that capillary pressure in the
narrow fracture has more effect on fluid distribution in the
matrix. During oil-waterdrainage, oil saturationswerehigher
in the blocksnear the thin fracture, again showing the effect
of fracturecapillary pressure. Oil figering was observed in
the widefracture.

Fmegrid simulations of the experiments using a
commercial reservoir simulator were performed. Relative
permeabfity and capillary pressure curves were obtained by
history matching the experiments. The results showed that
the assumption of fkacture relative permeabtity equal to

and viscous forces tiwt the process. The matrix capfl~
pressure obtained by matching an experiment showedlower
values than reported in the literature.

Introduction
Flowequations describingfiaetured porous media are usually
written assuming that reservoir behavior is dominatedby the
transfer of fluid from the matrix to high ecmductivity
fractures, that are often entirely responsiblefor flowbetween
blocksand flowto wells.

Conventional representation of these equations assume-s
the lmowledge of both rock and fluid properties, capillary
pressure, and relativepermeabtiti~. Any of these parameters
can be obtainedfbr the matrix by laboratorywork but not for
the fiaetures. To obtain more data on properties such as
fheture capillary pressure, fracture relative permeabilities
andbr saturation distributions, am experimental and
numerical studywas conducted

In general, several authors (Kazemi and Merrill (1979),
Beckner (1990), Ghan et al. (1994)) have assumed that
fracture capillary pressure is negligible. Others have shown
experimentally that capillary cOntinu@ becomes important
when gravity provides a driving force (Horie et al. (1988),
Fwoozabadiand Hauge (1990), Labastie (1990), F~oozabadi
and Mkrkeset (1992). Kazemi (1990) states his belief that
capillary continuity is prevalent in the vertical direction and
has suggested that to reduce the number of equations to
solve, fractured reservoir simulators should use the dual-
permeabtity f-ulation for the z direction and the dual-
porosityformulationfor the x and y directions.

For this wor& detailed measurements of pressure, rate,
and saturation distribution were performed and attempts to
measurephase distribution inside the fracturewerealso made
using a (CT) scanner. This researchresulted in a much better
understanding of the physical processes that occur when two
or three phases flow in a fractured system, compared to
previous reported studies (Guzmanand Aziz (1993), Hughes
(1995)). Our Iirst step was conshucdng an experimental
apparatus capableof reproducing the results obtainedby that
by Hughes(1995). Thus, we conducted similar experiments
using two of the core holders developedby Km in order to
verifythat this new experiment gives consistentresults. Once
the apparatus was test@ we conducted multiphase flow
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experimentsusing an 8% NaBr brine solution as the wetting
phase, and decane as the nonwetting phase. Three stages in
each experiment were completed study of water imblbmg
into a dry core, decane displacing water in a water-saturated
core,and water displacing oil. DilYerencesin fluid saturations
and relative permeabilities caused by changes in fracture
width werealso analyzed.

Simulations of the experiments using a commercial
reservoir simulator were performed. Fracture relative
permeabiliw and capillary pressure curves were obtained by
history matching the experiments. A sensitivity analysis of
parameters such as fracture relative permeability, capillary
pressure in the fracture, and fracture width was also
completed.

Experiment Design
The experimentspresented in this work were made using an
apparatus similar to the one design@ constructed and used
by Hughes (1995). The following subsections give a
description of the material and methods used to build the
experimentalset-up.
Cores. For this work we used two of the three rectanguh
blocks of Boise sandstone cores constructed and used by
Hughes(1995).Both core holders consist of two 2 15/16 x 1
1/2 x 11 inch blocks. The first core holder is system of the
twoblocks together,i.e. with no spacer in betweenthe blocks.
The second one is a similar configuration, but has a l-mm
tiick spacer fhstened in place with Epoxy 907 to provide
separationbetweenthe blocksto simulate a fracture.

Ck3x%ihdd$xDesign

[

GiilYA

, mt?w
Paws

..

Fig. 1- The Core Holder.

Core holders.Due to the rectanguk shape and the desire to
measure in-situ saturations through the use of the CT
scanner, conventionalcore holders could not be used. A core
holder similar to the one designed by Guzman and Azii
(1993), and later developedby Hughes (1995) was used. An
epoxyresin surroundsthe core, as well as plexiglas end plates

and apiece of3/8 inch Vitonthatactsas a gasketbetweenthe
coreandtheplexiglasendplatesas shownin Fig. 1.
PositioningSystem. The positioning system consists of a
moving table with 0.01 mm accuracy that is positioned
electronicallyby means of a control panel. Basically, any flat
surfacecan be attached to this table using screws.This system
was one of the major improvements to previous designs
(Guzman, 1993; Hughes, 1995). In this way, we can obtain
cross-sectionalimages of the core at the same location at any
desired time of the experiment. This could not be performed
in other studies because the standard patient table of a CT
Scannerof this we lacks comparableaccuracy.
Flow System. The flow system (l@. 2) allows fluids to be
directedto any port or combinationof ports in the experiment
such that l)It can be directed to calibrate the pressure
transducers, 2)It can be used to inject from one end and to
producefrom the oppositeend 3) It can be used to inject into
one or more of tie ports on the top and bottom of the core
holder, or 4) To bypass the core holder completely. It also
consists of two pumps that inject 0.01 to 9.99 em3hnin in
0.01 increments. Plumbing downstreamof the pumps allows
mixing of the fluids being discharged by each pump. This
setup allows injection pressure to be monitored with a test
gaugeand recirculationto measurepump output rates.

Mzk

i Ha
M—

s?-=

Fig. 2- Flow System (After Hngh% 1995.)

Production Measurement System. The production
measurement system is an adaptation of a design given by
Ameri and Wong (1985). Fig. 3 shows this system. The
electronicbalancesare connectedto the serial communication
ports of a personalcomputer (PC).
Pressure Measurement System. Pressuredrop along the
core can be measured between any of the six dfierent
positions on the core labeled as T-x. In Fig. 2, one can see
that two of the transducers are connected to tie inlet and
outlet of the core holder. Each transducer is connected to a
carrier demodulatorwhich producesa DC signal in the range
from -10 to +10 V that is proportional to the pressure drop.
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The output signalswere recordedon a chart recorderaud also
capturedin digital form.
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Fig. 3- Productionsystem(after Hugh% 1995.)

CT Scanner. A CT Scanner can be used to calculateporosity,
saturation and in some cases, concentration distribution and
to track advancing fronts. It can also be used to measure
fracture aperture. We use a Picker 1200SXDual Energy CT
scanner.
Fluids. CT numbers are proportional to their densities. A
selection of fluids and dopants were employed in order to
obtain the best contrast in CT numbers au~ hence, most
accurate in terms of phase saturation. DeCanewas used to
represent the oil phase, and 8% NaBr, by weigh~ water
solutionwasused as the waterphase.

Experimental Procedure
The first core used had a fracture with no spacer in between
the blocks.The total travel distance of the positioning system
(accuracy*0,01 mm) was then 25.5 cm, resulting in 13 slices
including two located at the pressure ports (fourth and
eleventh, for the first experiment and fourth and tenth, for
the second experiment.) The second experiment was
conductedusing a coreholder that containeda similar system
with two Boise sandstone blocks with a 1 mm thick fracture
in between.Fig. 4 showsthe CT scan locations.
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Fig. 4-CT Scan locations.

The first step in the experimentalprocedurewasto scan
the drycore.This stepwasveryimportantto verifythat the
apparatusandtheset-upwereworkingproperly.Forinstance,
thereweresomeproblemswiththe coreholderin a first trial
for the dry scan.We couldnot keep its positionhorizontal,
becauseit wasquiteheavyandheld onlyby oneof the sides.
TwoC clampswereusedto strengthenthe attachmentto the
positioningsysteman~ thus, to keep the coreholder in the
samehorizontalpositionduringthe experiment.Afterthese
improvements,thedryscanswereconductedsuccessfully.

The secondstepwas to evaluatehowwaterimbibedinto
an unsaturatedcore. This part of the experimentgave us
resultsthat can be comparedwith thoseobtainedby Hughes
(1995),and eventually’usedto evaluatehow well ~ new
experimentworked.Startingwith a flowrate of 2 cm hnin,
CTimagesofthecoreweretakenevery5 minute.3forthe first
20 minutesof water injection(0.15 Pn after this, images
were taken at 30 rnin (0.22 PV), 45 min (0.33 PV), 1 hr.
(0.45PV), lhr 30 min (0.67PV),2 hr (0.89PV),3 hr (1.34
PV), and 4 hours (1.78 PV) after water injectionstarted.
Next the topandbottomportswereopenedsincewewanted
to fill up the core to the maximumwatersaturation(S-l.)
Commonto all timesteps,wetried to takeimagesup to one
locationahead of the position of the water ffont.

After 5 hours of water injection (2.25 PV), the flow rate
was chauged to 0.5 crn3/minin order to inject water for 14
more hours to reach steady state. After 19 hours (8.55 PV),
reference 100% water saturated images were taken. Then, at
19 hours and 45 min (8.9 PV) the water rate was changed
back to 2 cm3/min,and the top and bottom ports were closed.
At 21 hours (9.45 PV) a Iinal set of slices was taken to find
any possible change in CT numbers. Negligible changes in
CT numbers were observed.At 23 hours of water injection,
the thiid step of the experiment started. Table 1 summarizes
the flowrates used.

The third step of the experiment involvedinjecting decane
at 2 cm3hnin.The scanning frequency was intended to be the
same as the water injection process. Thus, images of the core
were taken everyfiveminutes until the fist 20 minutes of oil
injection (0.15 PV). After tha~ more images were taken at 30
min (0.22 Pv), 45 rnin (0.33 Pv), 1 hr. (0.45 Pv), lhr 30
min (0.67 PV), 2 hr 30 min (1.13 PV), and 3 hr 45 min. (1.69
PV) after oil injection started. Then, the top and bottom
ports were openedat 4 hours (1.79PV)sincewe wantedto
~ the core up to the maximum possible point. At 4 hr 30
min of oil injection, one more set of images was taken. After
5 hours (2.25 PV) of oil injection, the flow rate was changed
to 1 cm3/minfor 16 hours (7.2 PV) to reach higher possible
oil saturations (1-S#. After 21 hours of oil injection (9.45
PV), a new set of slices was taken, and the ports were closed.
Then, at 21 hours and 39 xnin the oil injection was stoppa%
and water injection at the maximum pump rate (9.99
cm3hnin)was started.
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The fourth step of the experiment was the water
displacingoil stage. Injecdng 9.99 cm3hninof water, images
weretaken at 5 min (0.04 PV), 15min (0.13 PV), and 30 min
(0.23 PV). At lhr 10 min (0.53 PV), water injection was
stopp@ the inlet and outlet lateral ports were also close4
leaving all of the core holder’s ports closed. One more set of
imageswas taken after two days of closing the core holder to
observe if capillary equilibrium had bmn reached. Table 1
summarizesthe flowrates used and the timing of each.

The second experiment was performed using the core
holder that contained a system with two Boise saudstone
blocks with a 1 mm thick tiacture in between. The same
experimental procedurewas followed.Essentially, we wanted
to obtain CT images, and then saturation values for
equivalent times, so we could compare the differences
betweenthe two systems.The rates and timing for the case of
twoblockswiti a wider fractureare shown in Table 2.

Data Analysis
Using the CT numbers obtained from the experiments,
porosity and saturation distributions along the core were
determined.The most commonway to calculateporosity from
CT Scanner images is by using the following expression
(Withjac~ 1988):

~=:;:~ ..... ...-....................--...............(l)
w a

where CTW is the CT number for a 100% water saturated
core at a matrix location, CT~ is the CT number for a dry
core at a matrix location, CTWis the CT number for water,
and CTa is the CT number for air. The CT number for water
(8%NaBrsolution,for this work) is around 360, while the CT
number for air is -1000.

The water and oil saturations were also calculated tiom
the CT images. The following equations show how to
evaluate water saturation for the water displacing air case,
and for the oil displacingwateror water displacingoil case.

Sw= CT=W–CTc~

CTW–CTC~.

. . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...(2)

where CTaw is the CT number for water and air saturated
coreat a matrix location. Similarly, for the case of oil-water
systems

Sw= CTOW–CTm

@(CTO-CTW) .

.. ..... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..(3)

where CTow is the CT number for a water and oil saturated
core at a matrix location, and CTOis the CT number for oil.
The CT number for oil (decane,for this work)is around-272.

Experimental Results
Firs&we computedthe values of porosityusing Eq. 1 at each
location indicated in Fig. 4. The porosity images for both
systems are shown in Fig. 5, where the values below each
square correspond to the mean and the standard deviation,
respectively, of the porosity values obtained flom CT
numbers. This step was essential for both experiments
becausefrom these images and their correspondingvalueswe
differentiatedthe regions with higher or lower porosity. The
range of values is shown in the color bar in the right hand
side in Fig. 4. There, we can also see that the systemwith the
thin fracturehas a little higher porosity than the systemwith
the wide fracture, especiallyin the top block,wherevaluesup
to 0.13 were observed.We found that the average value for
porosity calculatedhorn the scans was 14.5%which matches
with the average value 14.35% reported by Hughes (1995);
however, this value differs from the average porosity
measurements of 25.470 obtained by Guzman and Aziz
(1993) and 29.3% obtained by Sunmu (1995). All of these
previous studies have also shown areas in the rocks, which
have lowerpermeabtity.

Water-Air ImMbition. Following the aforementioned
procedure, and the flow rates, times and water injection
conditions listed in Table 1, several sets of images like those
shown in Fig. 6 correspondingto 1.5 hours of water injection
(0.67 PV) were obtained.Similar to the porosityimages,each
square correspondsto water saturation valuesobtainedat one
location. The pair of values presented below each square
corresponds to the mean and standard deviation of the top,
bottom, and both blocks, respectively.”The gray scale on the
right hand side shows the range of water saturation values.
Differentprofiles, correspondingto dfierent pore volumesof
water injected were plotted. The profiles are more or less
stable and they appear to be quasi one dimensional.The same
procedure was followedfor the wide fracture system and CT
saturations were obtained. Fig. 7 gives water the saturation
distribution at 0.67 PV of water injected.Differentprofiles,
correspondingto dtierent pore volumesof water injected
werealsoplotted.The profilesare less stablethan thosefor
the thin fracturesystemas observedhorn the 8tithrough12ti
slices.Weobservedsimilarprofilesforall times.

{Dil-Water Drainage. Similar images wereobtained for the
secondstage of the experiments (oil injection).Fig. 8 showsa
set of images corresponding to 2.5 hours (1.13 PV) of oil
injection. Here, the pairs of valuesbeloweach square indicate
tie mean and the standard
respectively.Shades were also
values. Thus the gray scale on

deviation of oil saturation,
assigned to the oil saturation
the right hand side shows the
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range of valuesand their correspondinglightness or darlmess.
In all the images shown in Fig. 8 darker shades indicate
lower oil saturation. For instance, black means zero oil
saturation. This stage was finished after 4 hours of oiI
injectionwhenwe opened the lateral ports of the core holder
to reach the maximum possible oil saturation. The
correspondingimages for the wide fracture systemare shown
in Fig. 9.

Water-Oil DisplacemenL Images for the third stage of the
experiment(waterdisplacing oil) were also obtained. Due to
problems with one of the pumps we could not analyze
properly the rest of the data for the case of thin fracture
system. Images for the third stage of the second experiment
(water displacing oil in the wide fracture system) were also
obtained.The most interesting sets are shown in Fig. 10 and
Fig. 11 correspondingto 16 hours(7.2 PV) and 17 hours(7.7
PV) of water injection, respectively. One can see that the
displacementof oil is completedalmostperfkctly.

Analysis of Experimental Results
Due to the fact that the experiments ended differently, we
were able to compare the results up to the second stage of
both experiments. This section shows the comparison
graphically.

Three-dimensional (3-D) reconstructions of the sets of
water saturation images were calculated. All these images
were obtained using a color map for values above 50% of
wateror oil saturation, respectively.These 3-D images show
more clearly how the fluids actually flow through the
fracturedporousmedia. This work was intended to show the
differencesMsveen the flow patterns fti different fkacture
thicknesses.The reconstructedimages are shown in Fig. 12.
Each image corresponds to a specific time. Thus, the first
imageon the lefi-handside of Fig. 12 is comparedto the first
one of the right hand side of the same Fig. 12. The second
image on the left hand side was computed for the same time
as the secondimage on the right hand side, and so on. There,
we cm see tlat the water front for the wider fracture system
movesat ahnost at the same speed as the water front for the
narrow fracture system does. For instance, one can see that
after 1.5 hours of water injection, the water front of the
narrowfracturesystemseems to be ahead of the fkontfm the
wide fracture system; however, after two hours of water
injectionwaterhas filled up both systems.

Simdarly, the 3-D oil injection history was also
recanshucted, Since the oil saturations were low for both
cases, it is a bit harder to see the differences.It is possible to
see that the thinner fracture system has higher oil saturation
close to the fracture. This is shown in Fig.13. One can see
that the narrow fracturesystemhas lighter colors close to the
injectionsurtlce. We can also see that for the case of the wide
ffacture system, the oil does not penetrate. Furthermore, oil
flowsahnost completelythrough the fracture. This is shown

in all the images on the right hand side of Fig. 13 by the
ahnost white horizontal line that correspondsto the fracture.
Remember that fm the case of oil injection stag% darker
means loweroil saturation.

Numerical Simulation Results
Numericalsimulationsof the exptients using a commercial
reservoir simulator were conducted to study fracturerelative
permeabtity and matrix/ftacture interaction, to match
previous experimental results, and to provide experimental-
numericalbased suggestionshow to simulatemultiphaseflow
in fracturedporousmedia.

A cubic Carte&n gridding proportional to the cores was
designed in such a way that we had three different“boxes”.
Two of them simulate the top and bottom blockswith matrix
rock properti~, i.e., matrix capillary pressure curv~ matrix
relative permeabfity curves, matrix absolute permeability,
porosity, and the other set of blocks simulate the horizontal
fracture with fracture properti~ i.e., large absolute
permeability, fracture capillary pressure curves, and fracture
relative permeabtity curves. It was assumed that relative
permeabilityand capillarypressure in the matrix are constant.

For the water-air cases, we used the curves presentedby
Persoffe~ al. (1991) for matrix relative perrneabtity and the
onesmeasuredby Sanyal (1972) for matrix capillarypressure.
For the oil-water cases,we used the matrix capillarypressure
curvespresented by Sanyal (1972). Unfortunately,no relative
permeability curves fm oil-water system in Boise sandstone
have been reporte& so we followed the procedurepresented
by Purcell(1949) to obtain the matrix relative permeability
curves.

Fracture relative permeability and capillary pressure
curves were obtained by history matching the experiments.
Sensitivity analysis of parameters such as fracture relative
permeability, capillary pressure in tie fracture, and fracture
width have been completed. We considered each parameter
independently.

FiisG we studied capillary pressure in the fracture under
the assumption that it is a linear function of water saturation.
Different cases for capillary pressure curves and relative
permeabtity curvesfor the liacture are shownin Fig. 14. It is
important to note that for ficture relative permeabdity
curves, the lower the slope of the straight line, the higher the
resistance to flow through the fracture. Starting with a high
capillarypressure in the fracture,we observedthat the matrix
ftont matched well, but the breakthrough time was t2Mer
comparedto our experimentalresults. We decreasedthe slope
of the straight line capillary pressure in the fracture up to a
point in which the breakthrough time as well as the matrix
front matched the experiments.For the sake of completeness,
we also studied extreme cases that are often used in real
practice such as very low and no capillary pressure in the
fracture, although neither one resembled experimentaldata.
The no capillary pressure case showed us that the blocks
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workedindependently,so the capillary continuity that we had
seen in the experiments did not occur in the numerical
studies.

After obtaining the proper description of capillary
pressure in the iiacture, we continued by studying the effect
of fracture relative permeabfity curves. The assumption of
fracture relative permeabtity equal to phase saturation is
often used in numerical simulation. This assumption
suggests,no resis~~, id~ flow of fluids in tie fractures,
such that inside the fracture the phases can move past each
other without hindrance. However, if relative permeabtitie.s
with a slope less than 1.0 are usd the effectivetotal mobility
is reduced. Pan and Wang (1996) discussed that higher
resistancein the fi-acturesmust be ust@ such as 0.75 and 0.6
slope straight lines instead. Our results show that the best
matches are achieved when an 0.6 slope is used. This
indicates that the presence of a small amount of one phase
interferessignificantlywith the flow of the other phase.

In order to obtain the best match, we also examined the
heterogeneitiespresent in the systems, especiallyin the wide
fracture system. We ran different heterogeneous cases until
we obtained better matches. We achieved this goal by
assigning higher porosity (14%) to the bottom block and
lower porosity (13%) to the top block. The results for this
case are shown in F%. 15 which proves tha~ capillary
pressure in the ilacture can not be neglected and the
heterogeneitymust also be considered.

Similarly, we followed the same aualysis for the-system
with no spacer in between the blocks. An interesting
observation was that neither the capillary pressure in the
fracture nor the relative permeability curves affected the
results. That led us to the conclusion that the fracture is so
thin that there is almost perfect continuity, and it acts like a
solid block. Fig. 15 also shows the comparison of the
experimentalresults with the numerical simulation results for
the system with no sparer. The fracture system without a
spacer showed a more stable front and t%sterbreakthrough
than the other, as we had seen in the experimentalresults.

Similarly, we followed the same procedure for the oil
injection stages. The matches for the thin fracture system
were not very gd but the results for the wide fracture
system, where we had seen in the experiments that most of
the oil flowedthough the fracture, are better. In this case, the
assumption of zero capillary pressure in the tiacture worked
properly.Theseresults are shown in Fig. 16.

Discussion and Reeommendations

An apparatus that can be used to obtain detailed
measurements of pressure, rate and saturation distribution
wasbuilt and tested.It consists of a ftactured core in an epoxy
core holder, with six W&-rent locations for pressure
measurements.Phase distribution in the matrix and inside the
fracturewerealso determinedby means of a (CT) scanner.

Multiphase flow runs were performe@ and data were
obtained. The experimental results were matched well by
numerical simulation. Numerical simulations were also used
to estimatethe influence of variables such as fracturerelative
permeability,matridfiacture capillary pressure, and fracture
width. The results show that capillary pressure is a dominant
parameter in this type of water displacement. Knowledgeof
the capillarypressurefimctionis then critical.

The combmedexperimentaland simulation studyresulted
in a much better understanding of the physicalprocessesthat
occur when two or three phases flow in a fractured system,
compared to previous reported studies (Guzman and Aziz
(1993),Hughes (1995)).

This work allowed us to fmd areas with lower
permeabilityand porosity,and then use them in the numerical
simulations to obtain the best matches as shown in Fig. 15,
for instance. All the CT images and the thr-dmensional
reconstructionsobtained from them made the understanding
of multiphase flow and the comparison with simulation
resultsmuch easier,as shownin Fig. 15 and F%. 16.

Several authors (Kazemi and Merrill (1979), Beckner
(1990), Gihnan et al. (1994)) have assumed that fracture
capillary pressures are negligible. Others have shown
experimentally that capillary continuity becomes important
when gravity provides a driving force (I-Me et al. (1988),
Firoozabadiand Hauge (1990), Labastie (1990), Firoozabadi
and Markeset (1992). Kazemi (1990) stated that capillary
continuity is prevalent in the vertical direction and has
suggested thab to reduce the number of equations to solve,
fractured reservoir simulations should use the dual
permeability formulation for the z direction and the dual
porosityformulationfor the x and y directions.

This work showed that capillary continuity can occur in
any direction, depending on the relative strengths of the
capillary and Darcy terms in the flow equations; the thin
fracture systems have a more stable front and slower
breakthrough compared to wide fiactnre systems, and &at
capillary pressure has more effect when the fracture is
narrow. We observed that neither the capillary pressure nor
the relative permeabtity curves in the ftacture affected the
results for tie narrow fracture system. That led us to the
conclusionthat the fracture is so thin andhr each half mated
so well that there is almost perfect capillarycontinuity,and it
acts verysimilar to a solid block.

With tiis work we were able to veri@ that larger
recoveriescan be obtainedwhen fracturesare wider, and that
the assumption of zero capillary pressure in the fracture is
incorrect especially for air and water. The assumption of
fracture relative permeabilities equal to the phase saturation
was tested. This work shows that straight-line fracture
relative permeabtity can be use& but it is not necessarily
equal to the phase saturation. X-type relative permeability
curves can be used for fractured system using larger flow
resistancesin the fractures,such as 0.75 or 0.6 slopedstxaight

38



SPE 54s9l MULTIPHASE-FLOW PROPERTIES OF FRACTURED POROUS MEDIA

lines instead. Our results show that the best matches are
achievedwhena slopeof 0,6 is used.

This work has shown that both capillary and viscous
forcesdominate the flow in Iiactures. Moreover, a procedure
for determining the parameters involved in transmissibti~
and the transfer terms that appear in the flow equations in
iinite differenceform was established.

The reader should realize that experiments,pre-sentedin
this work were performed only once. We assumed that our
results were correctbecause they were comparableto Hughes
(1995)results, and we could reproduce the experiments very
accuratelyby numerical simulations. Howevera repeatabfity
test should be performed on these experiments to achieve a
higher certaintyof the conclusionspresentedhere.

Conclusions
The results of the combmedexperimental and the simulation
studyshow

I.Areas with lower permeability and porosity can be
identifiedand used in numerical simulation.

2. Thin fractures systems showed more stable fronts and
slowerbreakthroughcomparedto wide fracture systems.

3. Capillary pressure has more eftkct when the fractures
are narrow.

4. Larger recoveries can be obtained when the fractures
are wider.

5. Assuming zero capillary pressure in the fracture is
incorrect.

6. X-type relative permeability curves can be used for
fracturedsystemsusing high resistance through fractures,but
relativepermeabilityis not equal to phase saturation.
Nomenclature

CT= ~ scannernumber
S = saturation
$ = porosity

Subscripts
a=air

aw = air and water saturated

cd =drycore

cw = 100%water saturated
ow= oil and water saturated

w = water
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TABLE 1. RATES AND TIMING FOR THE CORE WITH NARROW FRACTURE

Time Flow Rate
Fluid Iniected + (crn3/min) Ports

Water .-. 2.0 Top and bottomclosed,
lateral open.

Water 4.0- 5.0 2.0 Top and bottomope~
Iateralclosed.

5.0- 19.8 0.5 Top and bottomopeq
Water lateral closed.

Water 19.8 -23.0 2.0 Top and bottom closed,
lateral open.

Decane 23.0 -27.0 2.0 Top and bottom closed,
lateral open.

Decane 27.0 -2$.0 2.0 Top and bottomopen,
lateral ckksed.

Decane 28.0-44.7 1.0 Top and bottomope~
lateral closed.

Water 44.7 -46.0 9.99 Top and bottomclosed,
lateral open.

46 Shutdown everything
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TABLE2. RATESANDTIMINGFOR THE COREWITHWIDEFRACTURE

FluidInjected
Water

Water

Water

DeCane

DeCane

DeCane

Water

Water

Water

5.0-21.0

21.0 -22.5

22.5 -25.6

25.6 -45.0

45.0- 4&o

4S.0 -49.2

49.2 -51.0

51.0 -52.0

52.0 -54.3

543- 68.8

68.8 -71.0

Flow Rate
(cm3/min)

2.0

0.0

2.0

2.0

0.0

2.0

4.0

4.0

0.0

4.0

0.5

4.0

Ports
Top and bottom clos~

lateral open.
Top and bottom cIosed,

lateral closed.
Top and bottom ope%

lateral closed.
Top open,bottom closed,

and lateral closed.
Top and bottomclosedj

lateral closed.
Top and bottom closed,

lateral opem
Top and bottom closed,

lateral open.
Top and bottom ope~

lateral closed.
Top and bottom closed,

lateral closed.
Top and bottom closed,

lateral open.
Top and bottom closed,

lateral open.
Top and bottom open,

- lateral closed.
71 Shutdowneverything
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Fig. 8-~ Saturationimagesfor the narrowfracturesiystemafter 2 hr 30 min of oil injection(1.13 PV.j
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Fig. 9-CT Saturation images for the wide fracture system after 2 kr 30 min of oil injection (1.13PV.)

press..port

Fig. 10- CT Saturationimagesfor the widefracturesystemafter 16 hoursof water injection(7.2 PV.)
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afca’ 17k-.—.

pl-e&%port

Fig. 21- CT Saturation images for the widefracturesystemafter 17 hoursof water injection(7.7 PV.)

.................

0.22 Pv (30 Min)

0.45 Pv (Ihr.)

0.67 PV{lhr.30rein)

0.89 W (2 hr.)

Fig. 12- 3-D Reconstructionfor both systemsfor water injection.
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Fig. 1$ 3-D Reconstructionfor

1

0.8-

E 0.6-
G.
z~ 0.4-

0.2- ~ Case 2

bothsystemsfor oil injection.

/
CaseA

4

0 0.2 0.4 0.6 0.8 1 0.0 0.2 0.4 0.6 0.8 1.0
Walersaturation,ffaction Watersaturation,fraction

Fig. 14- Capillary pressurecurvesand relativepermeabtity curvesfor the fracture.
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Fig. 15- Comparisonbetweenexperimentsand numericalsimulation for narrowand widefracturesystemsfor differentPV
of water injection.
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0.67 PV (1 hr. 30 rein)

1.13 Pv (2 hr. 30 Imi.Kl)

1.68 Pv (3 hr. 45 rein)

Fig. 16-Comparisonbetweenexperimentsand numerical simulationsfor narrowand wide fracture systemsfor different
PV of water injection.
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PROJECT 2: IN-SITUCOMBUSTION

To evaluate the effect of different reservoir parameters on the in-situ combustion

process. This project includes the study of the kinetics of the reactions.
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2.1 IN-SITU COMBUSTION

(Louis Castanier)

2.1.1 INTRODUCTION: ADVANTAGES OF IN-SITU COMBUSTION

By far the most widely used recovery method for heavy oils is steam injection

either cyclic or as a drive. Steam injection, however is not applicable to many reservoirs.

Among the parameters affecting the success of steam injection are depth. If the reservoir

depth is over 3,000 ft (1,000m) the heat losses in the injection well wdl make the steam

injection inefficient. Insulated tubing can be used as a partial remedy, but it is expensive

and dtilcult to install properly in the field. Downhole steam generators have been tried

without success in the last 20 years. They suffer from reliabfity problems. Additional

parameters include

● Pressure At high pressure the latent heat going from water to steam

drastically decreases and high pressure also means high injection temperature

causing less efiicient heat transport and added heat losses.

. Permeability Clays

fresh water produced

impair the process.

present in the reservoir may swell in presence of the

by steam condensation. This can reduce infectivity and

. Oil Saturation and Porosity These two parameters are very important. If not

enough oil is in place, the energy used to heat the reservoir can be more than

the energy obtained by the oil produced. Steam injection is generally

uneconomic in reservoirs where the product of porosity by oil saturation is

less than about 0.1.

From the above discussion it is clear that despite its usefulness, steam injection is

limited to a select group of reservoirs. Let us now turn our attention to in-situ

combustion. In-situ combustion is not limited by reservoir depth. It is also applicable

where wellbore heat transfer would severely limit steam injection. Two possible cases

would be offshore fields and/or the presence of permafrost where steam is not applicable



but combustion would be feasible. Combustion is more energy efiicient and less

polluting than steam. This has been field proven in a number of countries. Combustion,

however, suffers from poor sweep efficiency caused by the mobility contrast between the

injected air (or oxygen) and the reservoir fluids. It also requires careful engineering and

is less flexible and forgiving of errors than steam. Research on in-situ combustion is

needed to better understand and engineer the process.

2.1.2 IN-SITU COMBUSTION WITH METALLIC ADDITIVES

This is part of an ongoing effort aimed at finding water soluble metallic additives

to improve in-situ combustion. The planned program of research for this year involved

several tube runs designed to obtain insight on the transport of metallic additives during

in-situ combustion. After a control run that failed due to poor thermal insulation around

the tube, we found out that the twenty year old carbon monoxide and carbon dioxide gas

analyzers could not be properly calibrated. Despite attempts to repair them, they have to

be replaced. We are presently investigating the analyzers available from different

suppliers and will purchase new models. The experiment will be restarted with a new

researcher next fall.

2.1.3 IN-SITU COMBUSTION AND SOLVENTS: POSSIBLE RESEARCH

Solvents can be used to reduce the oil viscosity and facilitate production. The

solvents can be gases used in miscible or non-miscible mode, or liquids at reservoir

conditions. Liquid solvents are usually expensive, while the sales price of the oil

recovered is low. Consequently, the economics of liquid solvent injection are usually not

favorable. Gases are used in miscible or non-miscible modes. Miscibility of gases with

heavy oils require very high pressures. Again the economics of miscible flooding of

heavy oils are not good. Non miscible gas injection has been tried with some success,

especially in a cyclic fashion. Some of the technical problems involved with solvent

injection arise from precipitation of aspha.ltenes or other compounds during the mixing of
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the oil and the solvent. This phenomenon is well known and described in a number of

publications. It leads to reduction in near well permeability, that can be very severe and

cause technical failure of the process. We expect this problem to be acute with heavy

oils.

A combination of several, of the existing techniques could solve this problem.

The economic aspects have been taken into account in our preliminary study and we feel

that the proposed improved oil recovery ideas can be applied in the field with existing

technology.

We propose cyclic injection of solvents, either gas or liquid, followed by in-situ

combustion of a small pa-t of the reservoir to increase the nem-well temperature and also

to clean the well-bore region of the residues left by the solvents. Alternate slugs of

solvent and air will be injected, and production will occti after each solvent slug

injection and after each combustion. The process can be repeated until the economic

limit is reached. One important fact to note is that both solvent injection and in-situ

combustion have been proven to be effective in a variety of reservoirs, the combination

of the two methods has, however, never been tried to our knowledge.

At the end of the first solvent cycle, one can expect some damage to the near

wellbore area. Most signiilcant will be the precipitation and/or deposition of heavy

hydrocarbons such as asphaltenes or paraffins. The produced oil is expected to be

slightly upgraded by the solvent cycle.

Unlike the classic well to well in-situ combustion, we will only try to improve

near well conditions by burning the solid residues left after the solvent cycle. The

amount of air (or oxygen) to be injected can be determined by laboratory experiments and

numerical simulation or by simple calculations. The benefits of using combustion at this

stage are expected to include:

● Productivity improvement through removal of the precipitant left from the

solvent cycle.

. Possible deactivation of the clays near wellbore caused by the high

temperature of the combustion.

. Reduced viscosity of the oil due to temperature increase.



. Effect of C02 production causing swelling and viscosity reduction of the oil.

This is expected to be important only when oxygen combustion is tried.

● Pressure maintenance

One must note that combustion bums only the heaviest part of the crude and

hence, the upgrading already observed during the solvent cycle should be maintained and

even improved. A soak period will probably be necessary at the end of the air/oxygen

injection to ensure that all of the oxygen injected will have reacted in the reservoir and

wilI not be produced during the subsequent production cycle. The process can be repeated

by alternating solvent injection and near well in-situ combustion as long as the economics

warrants it. Slug sizes and duration need to be optimized to ensure maximum economic

efficiency. Reservoir conditions w~ of course, dictate these parameters.

During the solvent injection, the main problem will be the efilcient use of a

limited amount of expensive injected fluid. Reservoir heterogeneities and density and

mobility differences between solvent and reservoir oil will cause sweep efflcienc y

problems. This in turn can cause concentration gradients and hence large viscosity

differences among the fluids to be produced. As in any improved recovery technique,

proper reservoir definition is needed. The fact that the process is cyclic in nature should

ensure no waste of solvent. The other problems to be encountered in the solvent part of

the process are well known and described in the literature. The type of work required

prior to field application involves PVT studies and creation in the laboratory of various

oilholvent mixtures. Deposition of asphaltenes or other residues on rocks similar to

reservoir rocks should also be studied. The following describes some simple tests that

can be used as screening techniques for the method:

Heavy crudes such as Cold Lake, Kern River or Hamaca will be mixed with

liquid solvents and viscosities of the mixtures will be measured. Fikration of the

mixtures should determine whether or not solid precipitation or formation damage would

occur. If it occurs, the mixtures will be injected through a sand pack of permeability and

pore structure close to the field sands. Permeability variation will be recorded as a

function of injection. When (and if) the ratio of the permeabilities before and after

passage of the mixes have reached a given value, the sand pack will be subjected to an in-

situ combustion tube run. Fuel concentration and composition as well as an estimate of
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the air requirements will be obtained. l%oblems such as possible coking and plugging of

the reservoir can be studied. At this stage, simple calculations will give estimates on the

production in the field. Economic evaluation should start at this leveL Laboratory tests

for gas in solution type situations maybe more difficult to implement. The literature is

poor in PVT data for heavy oils and more complex experiments may be required. A

sigtilcant research effort is being made on the “foamy oil” problem and data from those

experiments can probably be used in our project. The database of heavy oil with C02

projects will also be used.
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PROJECT 3: STEAM WITH ADDITIVES “

To develop.and understand the mechanisms of the process using commercially

available surfactants for reduction of gravity override and channeling of steam.
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3.1.1

3.1 SIMULATION OF EARLY-TIME RESPONSE OF SINGLE-WELL

STEAM ASSISTED GRAVITY DRAIN (SW-SAGD)

(Keith Elliott)

SIMULATION OF EARLY-TIME RESPONSE OF SINGLE-WELL

STEAM ASSISTED GRAVITY DRAIN (SW-SAGD)

(K.T. Elliott and A.R Kovscek)

This paper, SPE 54618, was presented at the1999 SPE Western Regional

Meeting held in Anchorage, Alask~ May 26-28,1999.
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Abstract
Steam assisted gravity drainage (SAGD) is art effective
method of producing heavy oil and bitumen. Jn a typical
SAGD approach, steam is rnjected rnto a horizontal well
located directly above a horizontal producer. A steam
chamber grows around the injection well and helps displace
heated oil toward the production well. Singlewell (SW)
SAGD attempts to create a similar process using only one
horizontalwell. This may include steamrnjmtionfromthe toe
of the horizontal well with production at the heel. Obvious
advantagesof SW-SAGDinclude cost savings and utility in
relativelythin reservoirs. However, the process is technically
challenging.

To improve early-time response of SW-SAGD, it is
necessaryto heat thenear-wellbore area to reduceoil viscosity
and allow graviV drainage to take place. Since project
economicsare sensitive to early production response, we are
interestedin op~mg the start-upprocedure.

An investigation of early-time processes to improve
reservoir heating will be discussed. We performed a
numerical simulation study of combinations of cyclic steam
injectionand steam circulathmprior to SAGD in an effort to
better understandand improve early-time response. Results
from this study, including cumulative recoveries,temperature
distributions,and productionrates displayvarianceswithin the
methods. It is found that cycling steaming of the reservoir
prior to SAGDoffersthe most tlworableoption for heating the

near-wellborearea and creating conditions that will improve
rnltialSAGDresponse.

Introduction
Background. Steam assisted gravity drainagemaximizesthe
role of gravity force-sduring steam flooding of heavy oils.
Generally,it is applied with a pair of horizontalwells. Single-
well steam assisted gravity drainage is similar m concept to
conventionalSAGD.As steamenters the reservoir,it heats up
the reservoirfluids and surroundingroc~ allowinghot oil and
condensed water to drain though the force of gravity to a
production well at the bottom of the formation. Heat is
transferredby conduction, convection, and latent heat of the
steam. Jn conventional SAGD, steam is typically injected
through a horizontal rnjection well placed directly above a
horizontal production well. Thus, a steam chamber forms
directlyabove the productionwell. In SW-SAGD,we attempt
to create the same recovery mechanism through the use of a
single horizontalwell. In a typical case, steam is injected at
the toe of the well, while hot reservoir fluids are producedat “
theheel of the well.

In a reservoir where cold oil is vay viscous and will not
flow easily, rnitial production rates via SAGD are very low.
Conceptually thk makes sense when the SAGD process is
visualized. Jn a strict definition of SAGD, steam only enters
the reservoir to fill a void space caused by produced oil.
However,if the oil is cold and will not gravity drain into the
wellboreat appreciablemtes, we must heat the oil to reduce
the viscosityso that it will flow. Therefore,rnitialheating of
the area around the wellbore is required so that SAGD can
takeplace.

After SAGDis initiat@ a steam chamberwill grow in the
reservoir. Butler notes that the steam chamber will initially
grow upward to the top of the reservoir and then begrn -
extending horizontrdly.1 At the steam-chamber boundary,
steam condenses to water as heat is transferred to the oil.
Condensedwaterand hot oil flow along the steam chamberto
theproductionwell.1
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Joshi found tlat under various injection/productionwell
configurations, the steam chamber will eventually grow to
covera majorityof the reservoir and the recoveryefficiencies
will be very good in all cases.2 Therefore, we expect that
early-timeproductionresults ftom SW-SAGDmay vary from
the conventionalapproach,but at late times we expect similar
recovery efficiencies. Additionally, Oballa and Buchanan3
simulatedvariousscenariosto evaluatethe differencebetween
cyclic steam rnjectionand SAGD. They focus@ partially, on
the interactionsbetween the re-servoir,the well completion,
and the recovery of oil. It was concluded that the drainage
process may be feasible provided that a proper operating
strategyis identified

Very few of the field tests of SW-SAGDare documented
in the Iitexature however an overview of the completion
strategyand some ~ical results is given by Falk et at. For
example,a roughly850 m long well in a sectionof the Cactus
Lake Fiel& Alberta Canada with 12 to 16 m of net pay was
installed to produce 12 ‘API gravity oil. The reservoir is a
cl- unconsoIida@ 3400 md permeability sand. Oil
production response to steam was slow and gradually
increased to more than 100 m3/d The cumulative steam-oil
ratio was between 1 and 1.5 for the roughly one-half year of
reporteddata-

One advantage of SW-SAGD, as in the Gtctus Lake
example, is that it may allow us to apply SAGD to thinner
resemoirswhereit is not possible to Ml two verticallyspaced
horizontalwells4- Furthermore, cost savings associated with
drillingonehorizontalwell rather than two are substantial.

ProblemDefinition. This paper is fmsed on understanding
operating conditions to improve the crucial early-time
performance of SW-SAGD. This relates directly to
understandingmethods of heating the near-wellbore area at
early-time.The central idea used throughout this paper is that
the near-wellregionmust be heated rapidly and efficientlyfor
significantearly-timeresponse.

Methodology. We gained an understanding of early-time
performance through building and comparing vaious
computer simulations. The early-time processes examined
include cyclic steaming, steam circuladng, and an extreme
pressure differential between the rnjector and producer
sections of the well. Each rniti8J operating period was
followedby SAGD. Computer Modeling Groups’s (CMG)
STARSthermalsimulatoris used to performthe work.

Model Description
The base case is STARS example sfhnvO09.dut released with
Version 98.01. It representsa typical Alberta rewvoir5. The
operating conditions and well completion are modified to
developadditionalcases.

Grid System. Fig. 1 displayscross-sectionsalong the length
of the well @lg. la) and perpendicular to the well @lg. lb).
The grid system is Carte&m with local grid refinement

immediately around the 800 m long well. An element of
symmetry, with one boundary lying along the wellbore, is
used to represent the reservoirvolume. We assume that wells
will be developedin multiple patterns and thus all boundaries
are no flux. The single horizontal well is modeled using two
individual discretized wellbores, each equal m length and
placed directly end to end. This gives us freedomto explore
various completionstrategiesand operatingconditions.Table
1 lists the exact dimensionsof the reservoirmodel, grid-block
information, and reservoir properties. Jnitirdly, the average
reservoir pressure is 2654 kl?%the pressure distribution is
hydrostati~ and the reservoir temperatureis 16 “C.

Rock Properties. Reservoirpropertiesare also given m Table
1. Figs. 2 and 3 display graphically the water-oil relative
permeability aud gas-liquid relative permeability curves,
respectively. Table 1 displays the porosity and initial
saturationsof the reservoir.The horizontalpermeability,&, is
3400 m~ whereas the vertical permeability,K,, is 680 md.
Hence, the ratio IQK, is about 5 to 1. The homogeneous
porosityis 33%.

Fluid Properties. Alive, black-oilmodel is used The hit.ial
oil phase is made up of 90% by mole oil componentand 10%
gas component. Oil viscosity at the initial reservoir
temperatureis 4000 mPa-s. Figure 4 displays the viscosity
versus temperature relationship. An increase of oil
temperatureto 100 ‘C decreasesthe oil viscosityto 30 mPa-s.

Operating Conditions. Table 2 lists the operatingconstraints
for the four baaecases createdto explorea range of early-time
procedures. Briefly the cases represent SAGD operating
conditions, extreme pressure differential conditions where
steam is rnjectednear the fracturingor parting pressure,cyclic
steam injection, and steam circulation through the well.
Arbitrarily, 100 d was chosen as the duration of attempts to
heat the near-well region. In all cases, SAGD conditions
folIow. Each of the constraints will be discussed in more
detail m the Results and Discussion Sections.

Results
Overview. In an attempt to heat the near-wellborearea and
improve the initial production response of SAGD, we
combmed the operating conditions displayed in Table 2 into
the various cases displayed m Table 3. There are four
operatingconditionscenruiosand seven casesoverall. In each
case, an initial preheatingphaseprecedesSAGD.

F%. 5 displaysrecovery factor versus time curvesfor each
case. Case 1 represents a base case m which SAGD was
iuitiated from the beginning withouta preheatingphase. This
caseproducedthe lowestpercentrecoverycurve. It is obvious
from the curve-sthat it is possible to improvedrastically initial
productionresponse.In general, cyclic steamingleads to most
rapid oil recovery. We discuss Cases l-Continuous SAGD,
2-Extreme Reswre Different@ and 5-Cyclic Steam
Injection in more detail to gain insight into the early-time
behavior.The late-timeproductionbehavioris also examined.
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Case2 is a modified form of steam circulationin the well.
We did not simulate true steam circulation where steam
exitingthe tubing is allowedonly to flow in the well before it
is produced.A true circulatingcase in which the near-wellbore
areais heatedonlyby conductionwouldbe inefficient and the
other techniques that we explore present better options.
Circulation here is similar to the SAGD casti steam may
replace oil volume m the reservoir when oil is produced.
Hence, our “circulating’ condition is somewhat of a
misnomer.

Case 1, Continuous SAGD. Jn Case 1 we immediately
operate at SAGD conditions and do not include a preheat
phase. In this case, and the cases to follow,productionrates,
well pressuresand temperatureprofiles around the well are
examined. Fig. 6 displaysthe injection snd productioncurves
for Case 1. The darkest curve in Fig. 6 represents the oil
productionrate. A expd the initial oil rate is low, but
increaseswith time as a steam chamber slowly develops and
more oil is heated. Oil productionpeaksat roughly80m3/day

Note that our “SAGD” case is actually a combination of
SAGD and pressure drew-down. Production well conditions
are such that reservoirpressure must decline. It is clear tlom
the similruity between the steam injection rate and water
production rate in Fig. 6 that steam short-circuits ftom the
injectionwell to the production well and the contact time for
steamwith the reservoir is short. Recall that in ourmodel we
representthehorizontalwell with two separatesectionsplaced
end-to end. The pressure differential between the wells and
the proximity of “injection” and “production” perforations
causessteam to travel immediatelythe short distance through
the reservoir from the rnjection well to the production well.
Increasingthe spacing between the injection and production
points andhr reducing the pressure dii%xential would
certainly reduce the amount of shorkircuiting. Alwlt
inefficiently,a steam chamber is created within the reservoir
as heatedoil drains to the productionwell and steammigrates
up to fill the void space. Optimizing the well spacing and
pressuredrawdownrepresentsanotherinterestingproblemthat
we8recurrentlyaddressing.

Fig. 7 displaysbotlom-hole pressure curves for rnjection
and production m Case 1. A large pressure differential of
about 2000 kPa exists betsveenthe two sections of the well.
Over time, the reservoir pressure decreases because we
produce more fluids th8n we rnject. This also causes the
injectionpressureto decrease.

Fig. 8 displaysa temperatureprofile at 100 days fm Case
1. Light shading corresponds to high temperature and dark
shadiig to low temperature. At late times, a large steam
chambergrows in the middle region of the system. At this
poin~ however,the steam chamber is just beginning to grow
above the short-circuiting area between the injection and
production sections. We will see that the same profile at
similarrelativetimes in the other cases dsplays a much larger
heated area. It is important to maximize the amount of net
heat injection into the reservoir at early times, thexefore,

mdmizing the size of the heated volume surrounding the
wellbore.

Case 2, Extreme PressureDiHerentirdIMor to SAGD. In
theextremepressuredifferentialcaseweincreasethernjection
rate constraint which thereby inaeases the pressure
differentialbetween the injection and productionwells.FE. 9
displays the bottom-holepressure versus time curves.For the
first 100 & steam is injected at roughly 7000 kPa forcing
steam rnto the formationand inmasrng the averagereservoir
pressure. Fig. 10 displays the production response for the
extreme period m the first 100 days followed by SAGD
operating conditions. Observing the oil @e in the first 100
days and comparingto Fig. 6, we see that the oil rate ramps up
titer than Case 1. This is logical because Case 2 is an
acceleratedversionof SAGD.

Fig. 9 also indicatesthat a veryhigh rnjectionbottom-hole
pressure is obtained between O and 100 d of injection. High
pressure resnIts because the water production rate is
substantially less than the steam rnjection rata as shown in
Fig. 10. Underthe givenconditionsa limitedamountof steam
short-circnit$ and an appreciableamount of steam enters the
reservoirand increasesthe reservo;wpressure.

If we view the oil production rate in Fig. 10 during snd
after the extremeperio& it is obvious that we have improved
response. Dwectcomparison of Cases 2 and 1 is somewhat
misleading. Injection conditioxishave lead to high reservoir
pressure at the beginning of SAGD, causing significant
production through pressure depletion in addition to gravity
drainage of heated reservoir heating fluids. A better
comparisonis the temperatureprofile along the length of the
well displayed in F%. 11. The protile represent3a relative
time similar to similar to the Case 1 profilq 100 days after
SAGDinception.Again, light shadingis high temperatureand
dark shading is low temperature. The profile for Case 2 is
much more fimmible. There is a larger heated area and the
correspondingsteam chamber is larger. The steam ch8mber
forms in the middle of the well becausepressuredrawdownis
large m this vicinity and m this region the steam flux rnto the
reservoiris largest.

Case 5, One Cycle Prior to SAGD. Our cycliccaseis very
similarto typical cyclic operations commonm many thermal
recoveryoperations. We rnject steamalong the entirewell for
50 days, let it soak for 10 days, then producealong the entire
length of the well for 120 days. The rnjectionand production
profiles in Fig. 12 summarize this cycle of steam injection,
shut m, production.

Fig. 13 shows that the bottom-hole pressure increases to
about 8000 kPa during the injection pti but still remains
within a feasible range. Because the oil is very viscous, this
energy is rapidly depleted from the reservoir. From the oil
production rate after the cycling period m Fig. lZ it is again
obvious that we have improved SAGD response. The slow
increaseof productionrate found m &se 1 is not evidenthere.
The miniium productionrate at roughly200 d occursbecause
reservoir pressqe is depleted somewhat following the cyclic
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perid as shown by the plot of well bottom hole pressure m
Fig. 13. Aga.@the maximum oil production rate is about 80
m3/day.In thk case, the reservoir pressure at SAGD inception
is similar to that in Case 1. Thereforewe conclude that SAGD
performs better because the near-wellbore area is heatcxl
creatingfavorableSAGDconditions.

Fig. 14 displaysthe temperatureproli.leat a relative time
similar to the Case 1 prolile, 120 days after SAGD inception.
The temperaturedistribution is more uniform along the entire
wellbore. In this case, a large steam chamber is growing in
the middle of the reservoir.

Contrary to the extreme pressure ditlerential and SAGD
caseswhere short-circuitingcaused much of the steam to exit
the resemoirimmediately,the cycliccase is more efficient.Ml
of the injected steam enters the reservoir and heats the near-
wellbore area One consequence of this is the uniftmn
temperaturedistributionalong the entire wellbore. Becauseof
the increased thermal efficiency of fhe cyclic process, it
appears that this procedure is the most appealing method of
initiatingSAGD. In the scopeof our researchup to this poin~
we have not optimized the cyclic process. The problem of
optimizingcycle times, operadng conditions,and the number
of cyclesshouldbe studied in more detail.

Discussion
The problem of improving early-time performance of SW-
SAGD transforms essentially, into a problem of heating
mpidly the near-wellborearea to aeate conditions that allow
gravity drainage of oil to take place. More specifically, in
order for a steamchamberto grow, oil visccsity must be low
enough so that fluid drains to the wellbore Creatig volume
that steamcan ~ and therebymigrate upwardin the reservoir.
After the conditionsnecesary for gravity drainage of oil have
been initiated by preheating, the SW-SAGD process allows
for continuoussteamchambergrowth and oil production.

After comparing various simulation resuls cyclic steam
injection appears to be the most efficient method of heating
the near-wellborearea. The problem of optimizing the early-
time cyclicprocedureshouldbe further studied.

An importantgeneml obsemation is that regardless of the
process, early-time procedures should be canied out to
maximize steam injection and heat delivery to the reservoir.
The goal of any early-time procedure should be to heat the
near-welltmrearea as uniformly as possible. This goal is
easier to achieve when operadng at a maximum steam
temperature. Later in the SAGD process, pressure can be
reduced to a target operating pressure which optimizes
efficiencyand productionrate.

As a final observation, there are obvious factors that will
improve or inhibit SW-SAGD performance. For example,
lower viscositywill cmtainlyimproveresponse, as will higher
permeability and system compressibility. Our model,
however,representsa base case from which we draw general
conclusions. The actual variance in performance due to
varying reservoir parameters is an interesting problem that
should be studied in more detail. A sensitivity analysis of
reservoirpropertiesshouldbe performed. ,

Conclusions
A primary conclusion reached here is that to improve

early-timeperformanceof SW-SAGD, it is necessary to heat
the near-wellbore region rapidly and uniformly to create
conditions favorable to the SAGD process. Cyclic steaming,
as a predecessorto SW-SAGD, represents the most thermally
efficient early-time heating method. Uniform heating along
the length of the wellbore appears achievable with cyclic
steamrnjection.Regardlessof the early-timeprocess,it should
be performed to provide maximum heat delivery to the
reservoir.

Finally, despite different initial procedures, the oil
productionrates after several years of steam injection are all
verysimilar.

Further Areas of Study
Thispaperpresentsqualitativeideas on how to improveearly-
time performance of SW-SAGD. An obvious extension of
this work is to optimize each procedure using quantitative
results such as net heat rnjectionand steam-oilratio. Beyond
early-time performance, there are also interesting issues
regarding the SAGD process and steam-chamber
developmen~ One issue that we are currentlystudying is the
problem of maximizing steam chamber growth by optimizing
the pressuredifferentialand spacingbetweenthe injectionand
productionportionsof the well.

1.

2.

3.

4.

The followinglist displaysideas for futureareasof study
Optimizeearly-timeperformancewith quantitativeresults
suchas net heat injectionand steam-oilratio.
Determine optimum pressure dfierential and spacing
between rnjection and production points to maximize
steamchambergrowth.
Perform a sensitivity analysis and determine a range of
reservoir parameters m which SW-SAGDrepresents an
effective enhanced oil remvery technique. Example
parameters include reservoir thiclmess, relative
permeabtity, absolutepermeability,etc.
Optimize the late time performance by studying target
SAGD pressures that ~ decrease the-volwe of st&&n
that must be injected while maintaining oil production
rate.
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Table 1- Model Description

Grid System
3D Cartesian System
Hybrid Grid Surrounding Well
Total Number of Blocks 5,568
X-Dimension (m): 1,400
Y-Dimension (m] 80
Z-Dimension (m): 19.6
Wall Length (m): 800

Reservoir Properties
Initial Pressure (kPa): 2,654
Initial Temperature (C): 16
Initial So (99): 85
Initial Sw (’%.): 15

Reek Propertks
Porosity(%): 33
Kh (mD): 3,400
Kv (mD): 830
Relative Pemneability see Figs. 2,3

Fluid Properties
Live Oil
Viscosily see Fig. 4
Water, Oil, & Gas Components
Initial Oil Phase Composition 90% Oil, 10% Gas

Table 2- Description of Operating Conditions

Property Operating Condition
SAGD Extreme Pressure Differential cyclic Circulating

Steam Temp. (C): 295 295 295 295
Staam Pres. (kPa): 8014 8014 8014 8014
Injection Well Max Rata Constraint (m3/D): 200 600 300 300
Injaction Well Max Pres. Constraint (kPa): 10,000 10,000 10,000 10,000
Production Well Max Rats Const~”nt (m3/D): 300 600 300 300
Production Wall Minim!lm Prss f!!nstrsint (kPa). R-In rim-l Sin-) 500

Table 3- Description of Simulation Cases

Case Description
1 SAGD Operating Conditions from Start
2 Extreme Pressure Differential Conditions for 100 d, Followed by SAGD Operating Conditions.
3 Circulate 100 d, Followed by SAGD Operating Conditions
4 Circulate 100 d, Followed by Extreme Pressured Differential Conditions for 100 d, Followed by SAGD Operating Conditions,
5 Cycle 1Xj Followed by SAGD Operating Conditions
6 Cycle 2Xj Followad by SAGD Operating Conditions
7 Cycle 3X Followed by SAGD Operating Conditions
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3.2 VISUALIZATION OF SOLUTION GAS DRIVE

IN MEDIUM TO HEAW OILS

(David George)

3.2.1 ABSTRACT

Several experimental studies of solution gas drive have been performed, but

ahnost all of the studies have used light oil. Solution gas drive behavior in heavy oil

reservoirs is poorly understood. Efforts are being made to view pore-scale solution gas

drive phenomena in medium to heavy oils. A pressure vessel has been designed to house

silicon-wafer micromodels, which are used for the visual studies. The design of the

experimental apparatus and plans for the future of this study are discussed.
●

3.2.2 INTRODUCTION

3.2.2.1 Solution Gas Drive

Research on solution gas drive is varied and spans roughly fifty years. Presented

here is the research that is most relevant to the effort to observe and explain the

mechanism of solution gas drive in porous media.

A solution gas drive reservoir is one in which most of the production is due to the

expansion of oil and the originally dissolved gas phase. When the oil is undersaturated,

the gas phase does not exist. When reservoir pressure is below the bubble point pressure

the oil is saturated. Gas bubbles form, or nucleate, at the bubble point pressure and

expand with contiued decreasing pressure. The critical gas saturation (Sgc) is the ‘

percentage of pore space which must be occupied by the gas phase before the gas phase is

mobilized.

Many solution gas drive laboratory studies have been petiormed in which gas

bubbles do not nucleate in the liquid when the pressure has dropped below the bubble

point. A liquid k supersaturated in such a case, in which the amount of gas in solution

exceeds the equilibrium value for the particular pressure. The critical supersaturation is



equal to pe – pcnf, where pe is the liquid-vapor equilibrium pressure at the initial liquid

composition and temperature and pent is the liquid pressure at which nucleation first

occurs. Few solution gas drive studies have been performed using heavy oils. Most of the

literature cited below describes work with light oil.

Kemedy and Olson (1956) used a window cell to observe the formation of

bubbles in a mixture of kerosene and methane in the presence of silica and calcite

crystals. The time before the first nucleation was short for high degrees of

supersaturation, and was lengthened with decreasing supersaturation. For

supersaturations of 30 psi or less no nucleation occurred. Thus, for higher pressure

decline rates, greater numbers of bubbles formed. The number of bubbles formed was

also observed to depend on the gas diffusion rate through the oil. Bubbles formed on the

surface of the silica and calcite crystals.

Stewart, et al. (1953, 1956) performed pressure depletion tests using limestone

cores to recover a Cl/ Clo – C12 mixture by solution gas drive. They estimated the

number of bubbles formed for various decline rates, and determined that greater pressure

decline rates result in greater numbers of bubbles.

Wood (1953) repeated the experiment performed by Kennedy and Olson (1956)

using oil and rock from the Rangely field and found that for a supersaturation of 27 psi

no gas bubbles would nucleate.

Wieland and Kennedy (1957) determined the bubble frequency in cores that

underwent pressure decline in a steel bomb. A mixture of East Texas crude oil and

methane was used in the experiments. The study showed that greater pressure decline

rates result in greater numbers of bubbles, and that low supersaturations (about 25 psi and

lower) could be maintained without the occurrence of bubble nucleation. The authors

concluded that the properties of different types of reservoir rocks affected the bubble

frequency. They hypothesized that this could be due to the differences in grain surface

areas of the different reservoir rocks and the surface tensions of the oils used.

Hunt and Berry (1956) applied models for gas-phase growth in bulk liquids in a

study of gas-phase growth in porous media. Handy (1958) observed supersaturations of
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over 200 psi in methane/kerosene mixtures and mixtures of highly refried white oil and

methane during solution gas drive tests using low permeability sandstone cores.

Chatenever, et al. (1959) made the first microscopic observations of solution gas

drive behavior, using a butane-saturated mineral oil in glass bead packs and thin sections

of sandstone and limestone. They observed that capillary forces sigtilcantly affected

bubble growth, and concluded that the displacement of oil in a solution gas drive is

caused by existing microscopic gas structures instead of by the formation of new gas

bubbles. They also observed that after a gas bubble was formed, it coalesced with other

gas structures, eventually forming along, narrow, continuous gas bubble.

Dumore (1970) performed solution gas drive experiments in transparent models

fried with ghiss beads, using a Cl/kerosene/novaSol mixture. According to the data the

maximum supersaturation occurred after the occurrence of nucleation. It was concluded

that S~cdepends on capillary effects.

Visual studies performed by Wall and Khurana (1971, 1972) indicated that

nucleation in porous media begins in a supersaturated liquid. High pressure decline rates

were observed to lead to high degrees of supersaturation. Gas bubbles were observed to

grow and coalesce after nucleation.

Abgrall and Iffly (1973) measured Sgc using reservoir crude oil in vuggy and

intergranular rock. They developed a model that predicts the supersaturation that is

necessary for the occurrence of nucleation. In the model this critical supersaturation is not

dependent on the pressure decline rate. One experiment performed by Madaoui (1975)

indicated that (Sgc ) was nearly unrelated to the pressure decline rate.

Danesh, et al. (1987) performed solution gas drive experiments on North Sea

separator crude oils recombined with a nine-component gas mixture. A high-pressure

etched-glass micromodel was used. The pressure had to be lowered well below the

bubble point for nucleation to occur. The 13rst bubbles to nucleate appeared in pore

bodies or wide channels. Actual nucleation events, however, could not be observed. After

nucleation bubbles grew by diffusion, and were eventually mobilized, moving by jumps

and snap-off. Moulu and Longeron (1989) reported that for a C1/C3/CIO mixture the

pressure decline rate @ected the degree of supersaturation and Sgc.
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Yortsos and Parlar (1989) conducted a study of gas formation in porous media.

They made a distinction between the processes of nucleation and gas-phase growth. The

nucleation of gas in porous media was modeled as heterogeneous nucleation, a process in

which gas bubbles form from specilic nucleation sites that contain trapped gas

(pre-exisent or nucleated) on pore walls. Nucleation occurs when the local

supersaturation pressure becomes greater than the capillary pressure at the site, causing

the liberation of a gas bubble. The authors stated that this process occurs at various

nucleation sites, all of which are activated as a fimction of supersaturation. They found

that nucleation is most likely to occur in the largest pores first. For the first time it was

stated that nucleation does not depend on the kinetics of homogeneous nucleation or

heterogeneous nucleation, but only cm the concentration of the volatile species and on the

liquid pressure. Furthermore, an analysis of the growth of a single gas bubble after

nucleation was performed. A percolation model for gas-phase growth that is valid for low

pressure decline rates was developed. The authors determined that for low pressure

decline rates, for which capillary forces are dominant, S~c is a function of the nucleation

characteristics of the porous medium, which are dependant on pore geometry. For cases

in which capillary effects are not dominant, it IWaSsuggested that the growth of the gas

phase could be modeled by diffusion-limited aggregation (DLA). For DLA-type

gas-phase growth, no equilibrium states exist except complete saturation of the porous

medium by gas, with the exception of the existence of trapped liquid.

Firoozabad~ et al. (1992) performed solution gas drive experiments using a

Cl/n – Clo mixture in Berea sandstone and chalk cores. In some of the experiments a

light mixture of about 35%, Clo was used. In other experiments a heavier composition of

about 70% Clo was used. A pump with a fixed expansion rate was used to avoid sudden

pressure changes. The authors concluded that, even at high expansion rates,

supersaturation in porous media could be negligible. They also found that pore structure

could affect the degree of supersaturation such that rock with smaller grains could display

less supersaturation than a rock with larger grains. They stated that the S~c is a function

of both supersaturation and pore structure.
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Kortekaas and van Poelgeest (1991) measured Sgc for light, two-component

hydrocarbon mixtures in clean, water-wet cores with the presence of connate water. They

concluded that increasing pressure decline rates lead to an increase in Sgc and that pore

structure is important during nucleation.

Li and Yortsos (1991) visualized gas formation by pressure. decline in a

carbonated water system using a Hele-Shaw cell and a glass micromodeL In the

Hele-Shaw cell nucleation occurred at different sites, forming nearly radial bubbles that

exhibited compact growth at early stages. As the bubbles grew they would frequently

coalesce, eventually leading to the formation of a large, dominant bubble. Nucleation was

observed to occur at various sites in the micromode~ but growth occurred in a ramified

fashion. S~cwas found to decrease with increasing pressure decline rates, an observation

that conflicted with several results reported in the literature (Firoozabad~ et al., 1992;

Kortekaas and van Poelgeest, 1991; Firoozabadi and Kashchiev, 1996). A numerical pore

network model was developed to simulate nucleation and growth of the gas phase in

porous media. The model accounted for nucleation, gas expansion, mass transfer growth,

concentration gradients, and iinite size effects. The numerical results were found to

approximate the experimental results.

Li and Yortsos (1993) further developed the theoretical analysis and pore network

simulation of bubble growth in porous media this time considering the growth of both

single and multiple gas clusters.

Li and Yortsos (1994) studied the stability of a single bubble growing in an

effective porous medium with constant supersaturation. A new stabilization mechanism

was identified based on convective transport in the growing phase. This stabilization

mechanism was found to be stronger for higher mobility ratios. Experiments using

Hele-Shaw cells were performed to support the findings of the study.

Li and Yortsos (1995a) observed the growth of the gas phase in a carbonated

water system fi etched-glass micromodels and Hele-Shaw cells. They found that the

growth of the gas phase in micromodels led to rarnifkd patterns in gas clusters, while the

growth of the gas phase in Hele-Shaw cells was much more compact. A pore network

simulator was developed which predicted growth patterns of the gas phase in porous



media. The simulator showed reasonable agreement with the experimental results. Satik,

et al. (1995) described scaling behavior for single bubble growth in porous media in three

dimensions. The authors determined that for conditions of low supersaturation, the rate of

growth scales to tl’(D.f‘1), where IIf, a value leSS than 3, is the pattern fiactal

1’2 The scaling behavior described by thedimension, instead of the classical scaling to t .

authors predicts a slower bubble growth rate than classical scaling behavior.

Li and Yortsos (1995b) performed a systematic theoretical analysis of bubble

growth in porous medi% with a strong emphasis on modeling Sgc. Three different

regimes of gas-phase growth behavior were ic[entified for the growth of multiple gas

clusters. For cases in which the pressure decline rate is sufficiently low, such that growth

is completely controlled by capillarity, global percolation was identified as the growth

mechanism. During growth by global percolation the largest throat fills with gas, without

regard to the size or location of the gas cluster of which it becomes a part. For higher

pressure decline rates a combination of percolation rules governing the advance of each

gas cluster and DLA rules governing the mass transfer was used to model the growth of

the gas phase. This growth regime is called “percolation-DLA.” A third regime,

“percolation-modifkd-DLA,” was also identifixl. Sgc was found to be completely

dependent on the nucleation fraction when growth is controlled by global percolation.

Furthermore, Sgc was also found to be independent of the pressure decline rate in cases

for which the pressure decline rate was high. The authors theorized that a larger

nucleation fi-action, caused by a higher pressure decline rate, is what causes an increase in

SgC. The authors stated that solution gas drive depends on the underlying growth pattern.

Firoozabadi and Kashchiev (1996) developed a simple model to describe

gas-phase growth in porous media that challenged the classical theory of heterogeneous

nucleation. They claimed that their experimentation, along with experimental results

found in the literature, support an instantaneous nucleation model instead of a

heterogeneous nucleation modeL The instantaneous nucleation model was derived horn

theories related to the growth of the gas phase in bulk liquids. According to the authors,

78



nucleation at all sites occurs instantaneously, and supersaturation is affected by the

pressure decline rate.

Yortsos (1997) defended the heterogeneous nucleation mode~ arguing that the

results of his work are consistent with experimental results and that instantaneous

nucleation was not observed in his experimental work. He argued that Firoozabadi and

Kashchiev (1996) modeled the critical gas saturation using theory that was developed for

the growth of a single isolated bubble in a bulk fluid, as opposed to multiple bubbles in a

porous medium.

Firoozabadi (1997) in turn questioned the experimental methods of Li and

Yortsos, and he reiterated his opinion that critical supersaturation is not the

supersaturation pressure needed to activate an individual nucleation site on a pore wall by

overcoming capillary pressure. He also disagreed with the model of Sgc proposed by Li

and Yortsos, asserting that it is based on constant bubble density and is independent of

rate.

E1-Yousfi, et al. (1997) studied the liberation of C& from supersaturated

carbonated water in resin and gIass micromodels. They concluded that neither

heterogeneous nucleation nor instantaneous nucleation could explain their results. To

explain the results a new model of capillary trapping was developed, by which drawdown

balances capillary trapping, resulting in the activation of a nucleation site. The authors

determined that instantaneous nucleation was not a satisfactory explanation of what

happens at the pore scale during nucleation, but that it provides a suitable approximation

of the experimental results. Unfortunately, bubbles could not be observed until they grew

to a size of 30 ~ well after the cm-responding nucleation sites were activated. The

authors also noted the tendency for the gas phase to develop ramified (branching)

patterns.

Bora, et al. (1997) conducted a high-pressure micromodel study of solution gas

drive behavior in heavy oil reservoirs. Five different natural and synthetic oils were used,

one of which was Lindbergh heavy crude oil They observed that the presence of

asphaltenes tended to hinder bubble coalescence, and noted that nettability did not

appear to be a critical parameter for solution gas drive processes.
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3.2.2.2 Micrornodels

Micromodels are produced with the objective of directly observing fluid flow

through porous media. Micromodels contain an etched flow pattern that can be viewed

with a microscope. The flow pattern can be a lattice of straight or constricted channels, or

the pore network can be modeled after the pores found in naturally occurring rock. Fluid

enters a micromode~ flows through the porous medium, and exits the micromodeL A

limitation that is inherent to all micromodels is the fact that they are only

two-dimensionaL Numerous studies have been performed using etched-glass

micromodels. Attempts were made to replicate naturally occurring pore patterns with

etched-glass micromodels, but the necessary etching processes resulted in large pore sizes

and the necessary annealing processes resulted in a loss of surface roughness.

Mattax and Kyte (1961) developed the first etched-glass micromodeL The model

consisted of a network of straight, interconnected flow channels. The channels were

etched with hydrofluoric acid. The micromodel provided a superior means for viewing

interfaces in porous media The rnicromodel was used to study the effect of nettability on

waterfloods.

Davis and Jones (1968) applied an etching technique that resulted in the

construction of superior micromodels. A photosensitive resist that becomes resistant to

many solvents after exposure to ultraviolet light was coated on a glass surface. ~y black

and white pattern could be projected onto the photosensitive resist, rendering part of the

glass impervious to etching. This provided the ability to etch complex patterns in glass,

resulting in micromodels with complex pore structures.

The etched-silicon-wafer micromodels developed by Owete and Brigham (1987)

allow for increased control of etch depth. A flow pattern is etched on a silicon wafer,

which is then oxidized to reproduce a water-wet porous medium. The flow area is sealed

with a glass plate that is anodically bonded to the silicon wafer.

The micromodels developed by Hornbrook et aZ. (1991) are superior to

etched-glass micromodels. An almost exact replica of a thin section of Berea sandstone is

reproduced on a silicon wafer. These micromodels possess roughness and nettability

characteristics that are approximately equal to those of the original sandstone.
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Furthermore, when the rnicromodels are produced the depth of the pore and channel

network can be controlled with great accuracy.

Since 1985, several micromodel studies have been performed at elevated

pressures. The studies focus on a variety of phenomena that are affected by pressure, and

various types of pressure vessels have been designed to allow the observation of

micromodels at high pressure.

Campbell and Orr (1985) performed a high pressure visualization study of the

displacement of crude oil by C02. An etched-glass micromodel was placed in a pressure

vessel, and experimentation was performed at pressures of up to 1200 psia.

Peden and Husain (1985)

built a pressure vessel that housed

etched-glass micromodels and

provided a confining pressure of

6000 psi. They used the vessel to

visualize multiphase flow through

porous media and C02 flooding.

Danesh, et al. (1987) used the

vessel described by Peden and

Husain (1985) to observe solution

gas drive processes at the pore

scale.

Kuhlman (1990) designed

a high-pressure cell that housed

etched-glass micromodels in order

to observe interactions between

foam and Oil.

Co#cuner (1997) used a

Figure1. SEM of silicon-wafermicromodel. Featuresof
grainroughnessare reproducedwith accuracyon the
order of 1 pm.

pressure vessel similar to that of Kuhhnan (1990) that housed etched-glass micromodels.

High pressure experiments were performed to study gas condensate flow in porous

media.



Bor~ et al. (1997) used a high-pressure micromodel to observe solution gas drive

processes in heavy oiL An etched-glass plate was held against a smooth glass plate by

overburden pressure inside a windowed pressure vesseL

3.2.2.3 Objectives

It is important to note that with the exception of some work performed by

Firoozab~ et al. (1992) and Bor~ et al. (1997), solution gas drive experiments have

been performed using light oils. Furthermore, only Bor& et al. (1997) has performed a

micromodel visualization study using heavy oil. There is clearly a need for solution gas

drive experimentation using more viscous oils. Silicon-wafer micromodels of the type

described by Hombroo~ et al. (1991) (Figs. 1 and 2) are used in this study. The goal of

this work is to observe solution gas drive phenomena at the pore scale in oils of medium

and heavy viscosity using silicon-wafer micromodels.
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3.2.3 EXPERIMENTAL APPARATUS

3.2.3.1 Pressure Vessel

The bond that holds an etched-silicon wafer to a glass cover plate may fail when

the difference between internal and external pressure is greater than about 30 psi In order

to achieve the goal of performing solution gas drive experiments in silicon-wafer

micromodels, a pressure vessel in which a micromodel can be housed has been designed

and constructed. The pressure vessel has a maximum operating pressure of 1000 psig.

The temperature of the vessel can be controlled,

the surface of the silicon-wafer micromodel

micromodels at higher temperatures demands

ranging from 15° C to

is oxidized, the use

some reconsideration.

100° C. Because

of silicon-wtier

Silicon dioxide

(Si02) is appreciably soluble in water at elevated temperatures.

The pressure vessel is made of 6061 T6 aluminum. The micromodel sits inside of

the body of the pressure vessel. Holes that serve as fluid inlet/outlet ports are drilled in

the bottom of the micromodeL These holes rest directly above machined channels that

carry fluid to and from the micromodeL O-rings are used to create a seal where the tubes

meet the inlet/outlet ports of the micromodel (Figure 3). Confining liquid is used to

provide pressure

confining liquid

confining liquid

support to the micromodeL If temperature control is not needed, the

can remain static. The vessel is designed, however, to allow the

to circulate through the interior of the pressure vesse~ entering and

exiting through tubes that are located on opposite sides of the vesseL If a circulating

confining liquid is used it can be pumped through a temperature control bath before

entering the pressure vessel, allowing the temperature to be controlled. A 0.185 in thick

sapphire window is located directly above the micromodeL Sapphire was selected

because of its superior mechanical and optical qualities. The window is held between the

micromodel and the pressure vessel lid in a manner such that its edges are considered to

be fixed (Figure 4). This leads to maximum mechanical strength. An O-fig between the

lid and the window seals the space. The pressure vessel lid is shaped like an annular ring.

The lid fits over both the body of the pressure vessel and the window, such that the

window, and thus the micromode~ is viewed in the center of the annular ring.



w Fluid Inlet./Outlet

a

o

0-Ring Glands

x Threaded Hole

Fge 3. Top viewof theinteriorof thepressureves.ser.
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Figure4. Exploded cross-sectioml viewof the pressurevessel.

In order to prevent failure of the pressure vessel and to protect users, some safety

features are implemented. A confining liquid is used because liquid will not expand

nearly as much as gas in the event of failure. A modified hydraulic cylinder is used to

pressurize the confining liquid without allowing the liquid to contact the pressurizing gas.

This prevents the liquid from saturating with gas. In order to assure that no gas enters the

confining liquid chamber, the pressure vessel is assembled under water. The pressure

system was designed for 1500 psi even though the maximum operating pressure of the

system is nominally 1000 psi, thus a factor of safety of 1.5 was es~blished. The pressure
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vessel successfully withstood a pressure test, containing water that was pressurized to

940 psi for one hour. No leaks or structural failure occurred.

3.2.3.2 Pressure System

Compressed C02 is used to pressurize water, which was selected to be the confining

liquid. The confining water is pressurized in a modifkd hydraulic cylinder. A piston in

the hydraulic cylinder separates the pressurized gas horn the confining water (Figure 5).

Because the gas is not in contact with the liquid, the liquid cannot become saturated with

the gas. If the liquid were saturated with gas and failure occurred, pressure would drop

immediately and gas would instantly come out of solution. This gas would expand

rapidly, and potentially causing an explosion. If the confining liquid is not in contact with

the gas, then no gas will form in the confining liquid in the event of failure. The piston is

free to move across the length of the hydraulic cylinder. When pressure is applied to the

piston by the gas, the piston applies pressure to the confining liquid. A pressure gauge

indicates the pressure of the confining liquid.

The system that is used to control flow through the micromodel is separate from the

system that pressurizes the confining liquid. A C02 cylinder provides both

forward-pressure and back-pressure for the rnicromodeL The fluid that is pumped into the

micromodel is pressurized by C02- in a bomb. This fluid can be given time to saturate

with C02 before flowing into the micromodeL A three-way valve controls whether oil or

C02 is pumped through the micromodeL A plug valve can isolate the micromodel from

upstream fluids. On the downstream side of the micromode~ a tiee-way valve is used to

select whether the pressure downstream from the micromodel will be atmospheric,

allowing flow through the micromode~ or whether back-pressure will be applied. The

back-pressure is controlled by the pressure regulator on the C02 cylinder. Pressure

gauges indicate the pressures upstream and downstream from the micromodeL
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Figure5. PressureSystem.

3.2.3.3 Optics

A Nikon Optiphot-M microscope with a photo tube @at allows for the connection

of a video camera was used. Because the silicon-wtier micromodels are opaque, a light

source inside of the microscope sends light through the objective lens in order to

illuminate the micromodeL Light is reflected

off the micromode~ providing an image of

the micromodeL me image enters the

objective lens, and is sent to the ocular

lenses and to the photo tube. The ocular

lenses of the microscope provide 10X

magnification. A video camera is comected

to the photo tube. Images are sent born the

video camera to a VCR for recording. An
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extra-long working distance objective lens, a Nikon 0.4ELWD with a 4 mm working

distance, was used for this study. The thickness of the sapphire window (4.7 mm),

combined with the thickness of the micromodel’s cover glass (1 mm), results in a cover

glass thickness of 5.7 mm. This thickness is greater than the worEng distance of the

objective lens. A loss of image quality, which mainly consists of a loss in contrast, occurs

as a result.

The superior mechanical strength and optical qualities of sapphire provide the

advantages of a short working distance and high transmission of light. The fact that

sapphire has anisotropic optical properties, however, causes double refraction images that

reduce image quality. The image of the micromodel that is transmitted by the objective

lens contains “ghost images” that are due to double refraction (Figure 6). The double

refraction images are much lighter than the real images. Although there is a reduction in

image quality, the image remains interpretable.

3.2.4 EXPERIMENTATION AND RESULTS

3.2.4.1 Foam Flow

An experiment was carried out in order to determine whether the observation of

pore-scale flow events could be observed clearly using the experimental apparatus

designed for this study. A 0.1 wt. % AOS 14-16 ( alpha olefm sulfonate with a chain

length of 14-16 carbons) solution was prepared and used as the surfactant solution for this

experiment. A slug of surfactant solution was injected into a dry rnicromode~ and N2

was then injected into the slug. This experiment was performed at injection pressures

lower than 30 psig, so the use of confining liquid was not necessary. The formation of

foam was observed, and microscopic events such as snap-off could be clearly observed.

3.2.4.2 Bubble Nucleation in a NJ’Water System

A second experiment was performed in which water was saturated with N2 at

about 900 psig. This liquid was allowed to enter the micromode~ after which the pressure
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was allowed to drop to Opsig. No attempt was made to record the point at which bubble

formation began, but bubble nucleation and formation was successfully observed.

3.2.4.3 Solution Gas Drive

An attempt was made to observe solution gas drive processes in Kaydo~ a 29”API

gravity mineral oil The experimental procedure was as follows:

1.

2.

3.

4.

5.

Kaydol was saturated with C02

the rnicromodel was swept with

The flow of C02 through the

allowed to saturate with the live

at 520 psig in a bomb for six hours.

C02 in order to displace air.

micromodel was stopped, and the

KaydoL

During this time,

micromodel was

The upstream pressure was increased to 600 psig, and a back-pressure of 580 psig

was applied.

The rnicromodel was shut in on both sides.

The back-pressure was decreased, and the pressures upstream and downstream from

the micromodel were recorded at various times. The difference between upstream and

downstream pressures, Ap, was calculated for each measurement.

There were two critical differences between the set-up used in this experiment and

the set-up described earlier in this report. First, the back pressure was not constant with

time because a valve was used to isolate the micromodel from the gas cyhqder that

provided the back-pressure. This led to increases in the back-pressure after the

micromodel was shut in, until pressure equilibrium was reached (Ap = O) and flow

through the micromodel stopped. This variable downstream pressure is a poorly posed

boundary condition. When equilibrium was reached, the back-pressure was decreased by

releasing C02 horn a needle valve. This occasionally resulted in large, sudden decreases

in downstream pressure. The second major difference between this experiment and future

experiments was that the confining water was pressurized by C02 in a bomb, instead of

in the modified hydraulic cylinder. This allowed the confining water, in which C02 was

highly soluble, to become saturated with C02 at high pressures.



Throughout the experiment the pressure in the micromodel

The value of Ap increased at early time because of a slow leak in

gradually decreased.

the pressure system.

The leak was repaired, and then Ap decreased as expected. On two occasions, pressure

equilibrium was reached before gas phase formation was observed. On these occasions,

the back-pressure was lowered, resulting in sudden increases of Ap. The experiment was

halted by a failure of the pressure vessel window before bubble nucleation was observed.

It is certain, though, that a significant degree of supersaturation was reached before the

experiment was stopped. At the time of the explosion, the average pressure in the

micromodel was 420 psig. The Kaydol was saturated with C02 at 520 psig, so a

supersaturation of 100 psi was observed shortly before vessel failure.

An explosion occurred after the failure of the sapphire window because the

confiiing water was heavily saturated with C02. Pressure in the vessel immediately

dropped, leading to rapid liberation and expansion of gas that was previously in solution

with the confining water. The sapphire window was irreparably destroyed, the

micromodel that was housed in the pressure vessel failed due to the loss of confining

pressure, and the objective lens sustained minor damage during the explosion.

At the time of the explosion, the confining water pressure was 600 psig. The

sapphire window had previously withstood significantly higher pressures. Furthermore,

the sapphire window was designed to withstand 1500 psig. It was concluded that the

mechanical strength of the sapphire window was sufllcient. An inspection of the pressure

vessel lid revealed some burrs that could have point-loaded the sapphire window and

caused damage. It is most ldcely that a microscopic crack formed in the sapphire window,

and because sapphire is a crystalline solid, that crack could have propagated while under

stress. At some point such a crack probably compromised the structural integrity of the

sapphire window, resulting in failure.

3.2.5 PLANS

Another attempt will be made to observe solution gas drive in fiydo~ but in the

fiture the experimental apparatus described in detail in this report will be used. A

constant back-pressure will be applied during experimentation, leading to an improved
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boundary condition. The pressure system is safer because of the addition of the modified

hydraulic cylinder. The solution gas drive experiment in Kaydol will be repeated using a

freed expansion rate pump to avoid sudden pressure drops. Experiments may also be

performed using heavy crude oil.

New laboratory equipment has been purchased. A high-resolution color video

camera will be used in the future. A new Macintosh computer with audiovisual

capabilities has been purchased and will be used to perform video editing and image

analysis.

3.2.6 CONCLUSIONS

An experimental apparatus has been developed that allows for the observation of

pore scale flow phenomena in micromodels at variable pressures and temperatures. An

attempt was made to observe solution gas drive in Kaydo~ in which a supersaturation of

100 psi was noted. Experimentation will resume with the objective of observing solution

gas drive in Kaydol and in heavy oil.
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3.3 VISUALIZATION OF MULTIPHASE FLOW

THROUGH POROUS MEDIA

(Bolivia Vega)

3.31 LITERATURE REVIEW

This literature review consists mainly of SPE papers published in the last fourteen

years on topics related to foamy oil, the bubble nucleation process, and micromodel

experiments. The contents of this section will cover the generalities collected from these

topics through the work of the authors reviewed.

3.3.1.1 Foamy Oil (

The oldest publication reviewed for this report dates from 1985, when Callaghan

et. al. performed chemical analysis and component separation experiments on foamy oils.

This analysis revealed that foam stability was removed from crude oil following alkali

extraction. This could mean that the crude-oil surfactants responsible for the stabilization

of crude-oil foams are of acidic nature, and also of molecular weight less than 400. They

proposed that the amount of crude oil surfactants could be determined by extraction of

acidic components in order to assess its likely foaming features.

One of the pioneers in the research of the phenomena known as “Foamy Oil” is

Gerald Smith (1988), whose studies on the Lloydminster area of Canada crude oils led to

the publication of a paper in 1988. In his paper, Smith states some basic features of

foamy o~ namely high primary production rates, low oil viscosity, high oil mobility,

and the presence of a large number of mini bubbles that do not coalesce below the bubble

point pressure.

Based upon several mechanical and thermodynamical principles, Smith’s

proposed hypothesis was that mechanical failure of the sand matrix around the well

changes reservoir properties and leads to significant primary production of this heavy oil.

Typically, primary recovery of heavy oil averages about 2-4% of the original oil, whereas
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at Lloydminster primary recovery was estimated to be greater than 10 ‘-ZO. T’& complex

fluid behavior is not understood yet.

Finally, he states one possible explanation for the existence Offoamy ofl ~ very

viscous oils, the bubbles of gas nucleated as a consequence of decrease in pressure can

not overcome the viscous drag and coalesce. The bubbles remain mixed within the liquid

and flowing with the oiL

Prats and Cku-idge (1995) propose another model and mechanism based primarily

on the role of asphakeness in the preservation of small-radius bubbles. In this mode~ the

asphalteness coat the gas bubbles with a semi-rigid layer, which prevents them from

further growth and coalescence. Since the bubbles do not coalesce, they remain mixed

and small enough to flow with the liquid phase. The asphalteness that remain in colloidal

suspension in the oil phase is removed gradually for the coating process and reduces oil

viscosity. This leads to the foamy-oil high primary recovery percentages. Finally, they

propose the completion of several further research experiments in order to help in the

verification of this mode~ and eventually the creation of a more reliable one.

Firoozabadi and Aronson describe the nucleation process in their paper as “an

instantaneous process at the critical supersaturation pressure”. The main goal of their

work being to determine the efficiency of solution gas drive for light and heavy oils.

Their experimental setup was composed of a visual coreholder, a high-pressure

chromatography pump, pressure transducers, a constant temperature system, and a video

camera. Through these experiments, they determined visually the bubble nucleation

process and found out that solution gas drive becomes a very efficient process with a very

high bubble density. The consequence low gas mobility and high oil mobility. These

features correspond to those described previously as foamy oil. Also they determined that

the number of nucleated bubbles is a function of the rate of the pressure decline (the

higher the rate of pressure decline, the higher the number of bubbles), and conclude that

nucleation in porous media is an instantaneous nucleation process.
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3.3.1.2 Harnaca Case

The Harnaca field in the Orinoco Belt in Venezuela has been studied because of its

foamy-oil features. Huerta et. al. (1996), try to characterize foamy-oil behavior by a

mechanism of bubbles entrained in the oil due to high viscosity, low gas diffusion

coefficient and high asphaltene content. They conclude that the system has the ability to

trap gas within the fluid due to these factors, and that it remains to be understood the role

of asphaltenes and resins on the foamy oil behavior.

c

3.3.1.3 Micromodels and Nucleation

Regarding this topic, Ward and Levart (1984) published their studies of the

conditions under which a gaseous phase would be in a stable equilibrium. They found out

that this is possible in zones of roughness on the walls of the container and in the solid

particles suspended in the fiquid phase. And, this stability is preserved even in cases of

the gas pressure being higher than the surrounding liquid pressure.

In their work El Yousfi et. al (1997) reported the results of a set of experiments

of bubble nucleation visualization designed to determine the nature of nucleation and

bubble growth. They found no perfect correspondence of the actual phenomena with any

of the proposed models of homogeneous and heterogeneous nucleation. They conclude

that the microbubbles come from pre existing nucleation sites and their growth is

developed through diffusion in a very large number of sites, and trapping occurs due to

the capillary forces in the roughness of the solid.

Finally, Li and Yorstos (1995) propose the activation of nucleation sites due to the

decline of pressure under a homogeneous process. They also ran a computer based pore

network simulator, and by comparing experimental and simulated results, they confirmed

most of their premises. Namely, the onset of nucleation from different sites, the growth of

vapor clusters in ramified fashion, and the relev~ce of capillary effects in the growth

process.



3.32 RESEARCH PROJECT

In petroleum engineering, the need for describing and modeling gas behavior at

pressures below the bubble point inside a reservoir becomes a very important tool in the

forecasting and improving of production.

As remarked by El Yousfi et al. (1997), “the understanding of the first step,

bubble formation inside a porous medium, is quite poor”. That is the main reason for

which these experiments are meant to be performed, as a first step in the way of

understanding such a case.

The micro model is a device designed to simulate an actual core system in which

the transport phenomena can be studied at a microscopic leve~ and in which it can be

easier to estimate the pore network features for further considerations as an independent

variable in the experiments performed.

A typical setup consists primarily of an etched square network pattern of pores

and throats on a glass or silicon plate subsequently fksed to another glass plate to create a

2-D system. It is enclosed in a vessel with two inlets and two outlets, which allow water

and oil to penetrate the vessel and the micromocle~ respectively. The water is provided to

control external pressure of the micromode~ and eventually, the surrounding temperature.

The oil is the wetting or immediate phase in the study, and it flows through the

micromodel pattern due to a pressure differential provided by connecting the vessel to

pressure sources that will control the pressure drop along the micromodeL The oil is

expanded at a rate that allows us to reduce the pressure below the bubble point at a given

temperature, triggering the nucleation process in the fluid.

The micromodel experiments allow us to obtain visual observations of the bubble

nucleation processes that take place within the pore network. These observations are the

initial step in the modeling of phenomena that occurs at the pore leve~ which requires a

description of three basic steps in the gas production process, namely rate of appearance

and/or formation of gas bubbles; growth of these bubbles inside the pores and the

development of a coalesced continuous phase that eventually occupies the medium.

The first fluid to be used in this research will be mineral oil (Kaydol). It was

selected for its well-known and predictable properties; in order to get a comparison

behavior against the results obtained later for heavy oil and/or other fluids.
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In order to get a control parameter group for characterizing the mineral oil

behavior along the experiments, the first step will consist of modeling the viscosity of

mineral oil at a certain range of temperatures and pressures. This will allow us to obtain

fluid data that can be subsequently related to the nucleation and the bubble-growth

process. This work can also give an estimate of an approximate behavior of high

viscosity oils, such as heavy oils, some of which present foamy characteristics such as

those described previously in the review.

The scope of this research is to visualize the nucleation process along the pore

network and check its relation with parameters such as pressure and temperature (this last

parameter is directly related with the fluid’s viscosity).

It is the goal of this investigation to be able to associate the parameters and

properties of the fluid and its surroundings, with the mechanism under which the gas

phase appeam and flows with the liquid. If some kind of association could be made, it

would contribute in the basics preliminties for the construction of a model that accounts

for all of the effects and features observed along the investigation and present in an actual

reservoir.

3.33 CONCLUSIONS

Up to the present time, a number of experiments and hypothesis have been

developed in order to understand and explain the process of bubble nucleation inside a

porous medium. None of these have accounted satisfactorily for all of the features

observed experimentally.

This research is intended to extend these investigations by means of rnicromodel

experiments and visual observation of the phenomena. It also will try to associate the gas-

phase behavior with the properties of the fluid and parameters of the experiment, in order

to achieve a degree of predictability regarding this process.
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3.4 GAS DRIVE IN HEAW OILS

(Prabhat Arora)

3.4.1 INTRODUCTION

A number of heavy-oil reservoirs around the world are currently being

produced under primary depletion. These reservoirs show certain anomalous

production patterns like high oil production rates, high recovery and low producing

GOR. The oil at the well-head has the appearance of a ‘chocolate mousse’ with a high

amount of gas dispersed in it. These oils have thus been popularly termed ‘foamy

oils’.

Foamy oils may be formally defined as heavy oils containing dispersed gas

bubbles. The phenomenon of foamy oil production was first reported in the

Lloydminster area in Canada which has been under production for around fifty years

now. The anomalous trends in this area were initially attributed to extensive sand

production from the reservoir. It was believed that large sand-cuts led to the formation

of extensive horizontal holes and channels in the sub-surface causing the permeability

of the reservoir to be artificially enhanced. These high permeability channels were

termed ‘wormholes’. However, similar production behavior was later reported in the

Orinoco basin in Venezuela with no sigtilcant sand-cuts (Claridge and Prats, 1995).

Moreover, although the ‘wormhole’ hypothesis could account for the high

productivity, it could not explain other trends like a low producing GOR. In other

foamy oil reservoirs, alternate explanations like water or compaction drive were

proposed but none of them were consistent.

A number of models have been proposed in the literature to explain the

production behavior of foamy oil reservoirs. Much experimentzil work has also been

done in trying to characterize solution gas drive in these oils. However, foaming in

heavy oil reservoirs and its consequences are still not well understood. The focus of

the present work is to make a mechanistic population balance model for foamy heavy-

oil flow in porous media. The long-term objective is to be able to predict the

anomalous production trends seen in actual resetioirs of this nature.
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3.4.2 LITERATURE REVIEW

Smith (1988) was the frst to propose a model for foamy-oil reservoirs with

emphasis on production in the Lloydminster area. The model incorporated effects of

both fluid-flow and solid mechanics in trying to match the production trends. It was

argued that the effective viscosity of the foamy oil was intermediate between that of

the original oil and gas and this reduction in viscosity caused the high productivity. It

was also concluded that the supposed phenomenon of enhancement of permeability

due to wormholes was only minor and could not explain the large increases in

apparent mobility.

Claridge and Prats (1995) built upon Smith’s ideas to propose a model for

foamy oil production. They attributed the stability of gas bubbles in oil to the

formation of a semi-rigid coating of asphaltenes and resins around them. The resulting

removal of the heavy asphaltene molecules horn the oil caused a decrease in oil

viscosity which led to the high productivity. Moreover the coating over the gas

bubbles stabilized them against coalescence and this prevented a continuous gas phase

from being formed.

Huerta et aZ. (1996) carried out PVI’ analysis of Hamaca crude oil and

observed a pseudo oil-bubble phase which was stable for a long time. They also

measured the viscosity of oil under solution g,as drive as it was depressurized. It was

found that there was no decrease in oil viscosity with increasing evolution of the gas

phase. These observations went against the viscosity reduction hypothesis of Claridge

and Prats (1995).

Sheng et. al. (1997) carried out foam stability tests on Lindbergh crude and

studied foam stability as a function of oil viscosity, dissolved gas content, pressure

decline rate and asphakene content. Their experiments could not conclusively

characterize the effect of asphaltene content on foam stability. So the role of

asphaltenes as surfactants for bubble stabilizing was also not clear.

The objective of the present study is to use the available experimental

knowledge on heavy oil foaming, blend it with bubble nucleation and growth models

for porous media and make a population balance model for foamy oil flow. The aim
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will be to match results with heavy-oil solution gas drive experiments (Akin and

Kovscek, 1999).

3.4.3 POPULATION BALANCE MODEL

A population balance is a number balance on a species and is similar in

concept to a mass balance. Population balance models are thus easy to incorporate

into commercial reservoir simulators. For the case of foam flow in a porous medium,

the general population balance equation can be written as follows (Kovscek and

Radke, 1994):

~~(Sj%f +Smt)]+$(u.f )= @g(rg-rc)+Qb (1)

In the above equation, t denotes time, x is the axial location, uf is the DarcY

velocity of the flowing foam, Sf is the gas saturation for flowing foam, St is the gas

saturation for the trapped foam, nf and nt are the number of foam bubbles per

volume of flowing and stationmy gas, rg and, rc are the foam generation

unit

and

Coalescence rates per unit total gas volume and Qb is a SOUrCe-SiIIkterm. Thus, the

above equation incorporates both flowing and trapped foam. The first time derivative

term represents the rate of texture change of both flowing and trapped bubbles. The

spatial derivative term accounts for the convection of the flowing foam. The right

hand-side (Eq. 1) gives the net rate of foam generation and accounts for any source or

sink.

Mass balance equations for gas and oil are written as follows:

(2)

(3)

During the early-time evolution of bubbles in solution gas drive, there is no flowing

component of foam and the corresponding terms of the population balance drop out.

103

.-.— .--.~~.— ..—._ ~—.~.=..,}y.wy ........... - ... ,..... ... .. :-:-, q.: --..m.> .—.,. -



Also assuming no source-sink, we get:

:k@nt)]= f?isg(l-g-?-c) (4)

To complete the population balance model we need analytical expressions for

the two rate terms r~ and r.. For obtaining these expressions it is important to

understand the origin of gas bubbles in a porous medium through nucleation and their

subsequent growth. We can assume that there is no bubble death due to coalescence

because of the formation of a rigid asphikene coating on them; bubbles of a certain

size ‘die’ by growing due to mass transfer. The next two sections discuss the current

literature on bubble nucleation and growth in porous media.

3.4.4 BUBBLE NUCLEATION

Bubble nucleation in porous media is not very well understood and the

existing models in the literature are contradictory. Bubble nucleation in a bulk liquid

in the absence of a porous medium is termed homogeneous nucleation. It has been

shown that homogeneous nucleation requires a very high degree of super-saturation

and so is unlikely for the pressure decline conditions in a porous medium (Li and

Yortos, 1993). However heterogeneous nucleation, which is nucleation in the

presence of a solid surface, is possible as the free energy change of this mode of

nucleation is less than that of homogeneous nucleation ( Defay et al., 1966). Further

due to surface roughness, there are cavities inside pores that stabilize the gas nucleus

by their geometry. The rate of heterogeneous nucleation is thus greater than

homogeneous nucleation for the same supersaturation.

Yousfi et al. (1997) carried out an experimental study of bubble nucleation in

glass and resin micromodels. They recorded the number of bubbles nucleated as a

function of time for pressure decline in a C(12 -water system. It was found that there

is a minimum critical supersaturation APc below which there is no bubble nucleation.

Further, at any f~ed supersaturation above AF’c there is continuous bubble evolution

for a certain time period following which there is no new nucleation. These

observations were contradictory to both heterogeneous and homogeneous nucleation

104



models. A new model of nucleation was thus proposed by Yousfi et al. (1997) which

viewed bubble nucleation as a three step process:

1.

2.

3.

Pre-existence of microbubbles in surface cavities inside pores or instantaneous

nucleation of bubbles in cavities.

Groti of these microbubbles inside cavities where they are trapped due to

capillary forces.

Release of the microbubbles when supersaturation exceeds the capillary barrier

corresponding to the cavity size.

A similar ‘capillarity controlled nucleation’ approach was adopted by Li and

Yortos (1995a) in their model for multiple bubble growth in a porous medium. They

considered nucleation to be the release of trapped bubbles from a cavity. The

nucleation condition for a conical cavity of mouth radius W was given by

KC– P122PIW (5)

where C and P1 are the solute concentration and liquid pressure at the interface and

~ is the interracial tension. Thus, the nucleation characteristics for a given system are

determined only by the cavity size distribution and the applied supersaturation.

In the present work, we will use the model given by Eq. 5 to determine the rate

of bubble nucleation. For the case of a constant liquid withdrawal rate, the

supersaturation of the system keeps increasing with time leading to more cavities

being activated and thus there is progressive nucleation. The rate of foam generation

will be obtained from the bubble generation rate.

3.4.5 BUBBLE GROWTH IN POROUS MEDIA

After a bubble is nucleated, it grows in size by mass transfer of solute fi-omthe

surrounding liquid. Like nucleation, bubble growth in a porous medium is different
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from that in bulk liquid. The bulk growth of a spherical bubble by diffusion is given

by the expression (Yousfi et. al., 1997):

(6)~z = 2kRmt(Ap/ P)

where r is the bubble radius, k is the volubility constant, R is the gas constant, T is

temperature, D is the dfision coefficient and AP is the applied supersaturation. It

1’2 For growth of a bubble in acan be seen that the bubble radius increases as t .

porous medium, this model is valid only when the bubble size is small compared to

the pore dimensions as there is no interaction of the bubble with the porous solid. The

validity of this model for small bubble sizes has been confirmed experimentally by

Yousfi et. al. (1997).

When bubble sizes approach pore dimensions, capillary forces become

important and the growing bubble gets trapped at the throats of the pore. The

penetration of the bubble into an adjacent pore occurs via the largest throat where the

capillary forces are the minimum. Thus, bubble growth occurs via two repeating

steps, pressurization of the bubble by solute diffision and volume expansion of the

bubble (Li and Yortos, 1995a). This kind of bubble growth is analogous to invasion

percolation except that here invasion occurs horn an internal source. Another

important factor in the growth of bubbles in a porous medium is the presence of

multiple growing clusters that compete for the same amount of solute. Thus, mass

transfer rates to the different bubbles determine the growth rate of each.

Li and Yortos (1995a) carried out a systematic study of single and multiple

bubble growth in a porous medium. Based on visualization studies (Li and Yortos,

1995b) and scaling analysis (Satik et. al., 1.995), they ident~led different bubble

growth regimes and found the time dependence of bubble size in each regime. For a

single cluster, growth occurred by penetration of one throat at a time when the cluster

was small. This was termed the percolation ~egime. When the bubble size became

sufficiently large, viscous pressure drops in the liquid became appreciable and there

was simultaneous penetration of more than one throat. This regime was termed

viscous fingering. These ideas were extended to the simultaneous growth of multiple

clusters and it was argued that for this case growth occurs only by percolation.

However, three distinct percolation patterns could exist depending on the conditions.
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For the case of a constant liquid withdrawal rate, Li and Yortos came up with

the following functionality for cluster radius of gyration,

~ cc (Q#/Df (7)

where Q is the liquid withdrawal rate and Df is the fiactal dimension of the gas

cluster for both two and three-dimensionds ystems.

Expression (7) will be used to estimate the bubble growth size for the foam in

the population balance expression.

3.4.6 SUMMARY

The objective of this project is to come up with a population balance model for

heavy oil foam flow in a porous medium. This repoit has presented the fist few steps

towards achieving this goal. The basic idea is to formulate expressions for foam

generation and coalescence from bubble nucleation and growth theory. The existing

literature for bubble nucleation and growth in porous media has been evaluated and

relevant models have been identifkd. It is important to point out that lack of coherent

experimental data on foamy oils and the limited understanding of the process of

solution gas drive makes the task ahead tough. Thus the first step in &is study would

be to effectively model solution gas drive for mineral oils. The model would then be

extended to the case of foamy oil flow in reservoirs. The long term objective is to

come up with a model that can be ~corporated into current reservoir simulators and

effectively predict the anomalous production trends in foamy oil reservoirs.
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3.5 Reservoir Simulation of Foam Displacement Processes

(Anthony R. Kovscek)

This paper was presentation at the 7th UNITAR international Conference

on Heavy Crude and Tar Sands, October 27 – 31, 1998, in Beijing, China,
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A13stract
Steam injection haa had a profound impact on the
production of heavy crude oil. Steam, however, is
inviscid compared to a viscousoil and is not the ideal
displacement agent. Field studies and laboratory tests
have shown that foaming the steam phase through the
aid of a suitable sqrt%ctantin aqueous solution can
achievemobtity control of injected gases and mitigate
the effects of gravity override. Thus, production is
improved. Unfortunately,” simulation models and
simulation tools that accurately gauge the effect3 of
foam on gas mobility in porous media are not readfly
available.

Recent advances in modeling gas mobtity in the
presence of foam are reviewed. These include the so-
called bubble population balance meth@ sealing
arguments to obtain representative foam texture and
hence gas mobility, and semi-empirical alteration of
gas mobtity. The bubble population balance is then
illustratedby means of a fewsamplecalculations.

Introduction
Field application of foam is becoming a proven
technology, surt2ictantcosts withstanding, to control
the mobtity of gaseous phases in porous media.
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Typicalapplicationsspan from stead~ and COZfoam5
to alleviate gravity override and channeling,
production well treatments to reduce gas-oil ratio
(GOR)G17,to gelled-foams for long-lasting plugging of
high permeability channels. Foam processeshave also
been studied and field tested fm use as groundwater
aquiferclean up methodsg-ll.

To date, there have been about 25 major steam-foam
projects implemented12. The attributes of fields
subjectedto foam are varied. Fields range from thick,
steeplydipping sands where the objectiveis to improve
vertical sweep, to flak moderately thick reservoirs
where gravity override is a concern, to improving
injection profiles in layeredreservoirs so that steam is
injected into unheated zones. Foams are also useful to
improvethe distributionof heat during steam soaks.

With this considerable body of field knowledge in
regard to steam foarmit would seem that we should be
able to chose and evaluate candidate fields effectively.
However,the highly nonlinear flow properties of foam
in porous media and the widely varying chemistry of
stictants with respect to temperature and sensitivity
to oil make generalizations difficult. Thus more
efficientapplication of forunEOR processes,especially
steam-foam,wouldresult from a comprehensivemodel
of the process. In particular, a mechanistic model
would expedite scale-up of the process from the
laboratory to the field and the extrapolationof results
from one field to another.

Foams in Porous Media
It is widelyaec.%ptedthat foambubble size controls the
mobtity of foam in porous media13.Fimelytextured
foams (small bubble size) are much less mobfle than
coarsely textured foams (large bubble size). It is also
well known that foam flow behavior is strictly non-
Newtonian13’14.@ order to understand the phenomena
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that a foam simulator must be capable of reproducing,
the configuration of foam within rock pore space and
the por~level events that alter the size and shape of
bubblesare discussedbriefly.

Figure 1 depicts schematically a picture of the pore-
Ievel distribution of foam that has emerged Iiom
micromodel observations, porelevel modeling, and
core floods1417.In this highly schematic picture, sand
grains are cross-hatched.For illustrativepurposesonly,
the largest channels lie at the middle of the figure
whereas the smallest lie at the bottom. Wetting
surfactant solution is denoted as the dotted phase.
Foam bubbles are either unshaded or darkly shad@
dependingupon whether they are stationaryor flowing.

Due to strong capillary forces, wetting liquid occupies
the smallest pore spaces and clings to the surface of
sand grains as wetting ~s. The aqueous, wetting
phase maintains continuity throughout the pore
structure shown in Fig. 1 so that the aqueous-phase
relative permeabti~ function is unchanged in the
presence of foaml%n. Minimal volumes of liquid
transport as Iamellae. Unshaded flowing foam
transports as trains of bubbles through the largest and
least resistive flow channels. Becausethe smallestpore
channels are occupied solelyby wetting liquid and the
largest pore channels carry flowing foam, significant
bubbletrapping occurs in the intermediate-sizedpores.

Bubble volumes are roughly the same as individual
pore volumes,or larger, and Iamellaespan across pore
cross sections completely. This configuration is
denoteda confined foam, as opposedto a bulk foam17.
This terminologyaclmowledgesthe role of the porous
medium in constricting foam configuration and
shaping bubbles.

Foam reduces gas mobility by decreasing gas relative
permeability and increasing gas effective viscosity.
Stationary or trapped foam blocks a large number of
chrumels that otherwise carry gas. Gas tracer studies
measure the fraction of gas trapped within a foam at
steady state in sandstones to lie between 85 and 99%
15X.Bubble trains within the tiction that does flow
encounter drag because of the presence of pore walls
and Constrictionsfi, and because the gadiiquid
interfkial area of a flowing foam bubble is constantly
rearrangedby viscousand capillary forces13.

Bubbleand trains of bubbles are in a constant state of
rearrangement. Bubbles and Iamella transport some
distance, are destroy@ and then regenerated.Further,
tmins halt when the local pressure gradient is

insticient to keep them mob- and other trains
then begin to flow.

Foam texture arises tlom a balancebetweenvaried and
complicated foam generation and destruction
mechanisms. Regardless of whether foam bubbles are
generated in situ or externally, they are molded and
shaped by the porous medinm14’lG.Foam generation is
largely a mechanical process, and it is sensibly
independent of the type of surfactant. Bubbles are
created by snap-off and division at germination sites
that are a function ofpore geometryof fluid occupancy.
Snrfkictantstabilizes the gas/iiquid interface of foam
bubbles and prevents coalescence. Hence, foamer
concentrationand fmulation affect the rate of foam
coalescence.

The interaction of foam bubbles and oil is also
important to gas mobtity. Somefoams are stable in the
presence of oil while others are not. Sensitivity to the
presenceof oil increases foam coalescence.Thus, foam
bubble size increases, and subsequently the foam
mobtity increases also. While there is no general
agreementand a theoryconsistentwith all observations
of stabiity, foam stabtity in the presence of oil does
appear to correlate with the oil entering coefficient.
That is, if oil can enter the gas-surfactant solution
inten%cethe oil can destabtie the foam.

More thorough reviews of foam generation,
coalescence,and transport on the pore level are given
by Chambersand Radkelcand Kovscekand Radke17.

Simulator Attributes
It is unlikely that any simulation approach/simulator
can reproduceall observationsof foam phenomena. It
is alsonot necessarythat a processsimulationmodel be
mechanistic in order to be successt%l.However, there
are certain attributes that appear to be important for
successfulfoammodeling on the reservoixscahx
●

●

●
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Gas mobtity must be reduced in the presence of
foam. In a simulation approach, this may be
accomplished by reducing the gas relative
permeabtity, increasing the gas viscosity, or a
combinationof Wh.
Computed foam nobilities should incorporate
somenotion of non-Newtonianfoam flowbehavior
because flow rates vary between the well-bore
region and deep in the reservoir. Moderate to
finely textured foamsare decidedlyshear thinning.
Foam propertiesvary with snrfactantconcentration
and must be modeled. Likewise foam stability in
the presence of oil varies with surfactant me and



must be modeled.
● Surf3ctanttranspm partitioning, and adsorption

must be accommodatedaccurately.
. The method should be predictive rather thau

merelyhistory matching.

In summary,foam propertiesvarywithspaceandtime,
and must be modeled accordingly. Likewise,
surfactant/brinetransportmust be modeledin some
fashion.

Foam Flow Simulation Methods
A variety of methods have been proposed to
incorporatefoam into raservoir simulators.They range
ffom empirical and semi-empirical alteration of gas
mobility to population balance methods. We discuss
the methods and the simulators that result.

Empirkal Methods. Perhaps tie simplest means of
including the effectsof foam in a simulator is through
the use of a constant mobtity reduction fictor, MRF.
That is, the gas relative permeabtity is divided by a
constantvalue

(1)

If the foam is very strong, the MRF is very larg% and
vice versa. To account for surfactant transpo% a
concentration threshold must be exceededbefore the
gas mobtity is moditied. Such a model has been
employedin UTCHEMIOJl,a chemical flood simulator
developedat the Universityof Texas at Austin.

The weaknessin employinga constant MRF is that it
varies with gas velocity, surtktant concentration, and
the presence of oil. Furthermore, it is difficult to
predict a single MRF that will describean experiment
or a field situation from first principles.

Another application of the mobtity reduction factor
concept is to tabulate MRF as a function of surlhctant
concentration,water and oil saturations, pressure, and
gas velocity.The MRF appropriate to any condition is
then found via table lookup. ‘Ilk is a flexible way to
extend reservoir simulation to foam flow and could be
applied to any vruiable that is found to influence foam
generation and transport. Of course laboratory
experiments or history-matching field results is
necessary to obtain the relevant tabular data.
Extrapolation outside the range of tabulation is also
difficult.

This approach has been applied to ECLIPSE 200
(GeOquest).Unfortunately, the implementation is at
odds with the physics of surfkctant transport. Because
foam affects gas-phase properties, surthctant is
assumedto be a tracer in the gas-phaseeven though it
is a solute dissolvedin the aqueousphase,. Simulating
surfhctant transport correctly is a key to simulating
transient foam process. It is not clear how this
aphysical assumption changes the predictive
capabilitiesof the simulator.

Semi-Empirical Methods. A variety of techniques
have beenproposedfor the semi-empiricalalterationof
gas mobiity. Most have focused on modifjing gas
relative permeabtity, but gas-phase effectiveviscosity
has been modified also. The essenceof semi-empirical
methods of foam simulation is to assign a functional
form to the MRF. The f- is based on experiments,
field results, and conjecture.

The popularity of this method is, apparently, an
outgrowth of the success with which results from the
Kern River steam-foampilots3were simulated. Patzek
and MyhiIlused fieldand laboratoryresults to calibrate
a model of performance in the Mesa pilot and then
predictedthe incremental oil recoveryfrom the Bishop
pilot without adjusting parameters. Essentially, their
simulator tracks the surfactant chemical species and
accounts for surfactant partitioning from the aqueous
phase. The surfactant partition coefficient is adjusted
so that the simulated surfactant propagation rate is
equal to the pilot foam propagation rate. It is assumed
that foam exists whenever steam and aqueous
surfkictautare present in a grid block. The mobtity
reduction factor is an increasing fimction of aqueous
surfactant concentration. Patzek and Myhi.11state that
the model was coded into a predecessor of THERM
(Scientific Software Intercom), and it was never
releasedgenerally.

The semi-empirical approach to foam modeling has
also been used in STARS (Computer Modeling
Group)=. Sln%xallt transpq adsorption,
partitioning, and degradation are modeled rigorously.
Foam is representedvia Eq. (1) with explicit surtkctant
concentration, oil saturation, and gas velocity
dependenciesfor MRll

‘fi=”(’’n-lkr‘2)
,~ Eq. (2), w= is the aqueous
surftictanh S0 is the oil saturation,

concentration of
e are exponents,

113



superscriptsm refer to referenceor maximum valuesof
variables,and 3/=is a capillarynumber

Nc==
CT

(3)

Here, K is the permeability,p the pressure, and c the
vapodstictant solution interracial tension.

This formulation accounts for effects on performance
due to surhctant concentration,the presenceof oil, and
via the capillarynumber portion, velocityeffectson the
mobility of foam. Interestingly, no liquid velocity
dependenceon A4RFis shown in Eq. (2) nor is there a
tam for the effect of capillary pressure. Lalmratory
experiments have shown that these variables play an
important role in foam perftxrnance.Presumably,Eq.
(3) could be modified by including fhctors for liquid
velocityand capillarypressure.

A partially mechanistic formulation based on the
concept of a limiting capillary pressure for foam flow
has also been proposed and incorporated into
UTCOh4Pm~0.UTCOMP is a.compositionalsimulator
developed at the University of Texas at Austin.
Essentially, if surfactant is present and capillary
pressure is low, gas mobfity is made small via a
reduced gas relative permeabtity. There is no velocity
dependenceto the mobility reduction.

An alternative to modifying the gas-phase relative
permeability is to employ an effectiveviscosity of the
gas phase and therebyreduce gas-phasemobtity when
foam is present. Marfoe et a131employ such an
approachwith a relativelysimple function of surfactant
concentration,aqueous-phasesaturation,and gas-phase
velocity.Implicit in this formulation is that changes in
foam bubble size, and thus mobtity, correlate with
foamedgas velocityand how far the porousmedium is
from irreduciblewater saturation.

A similar approach wirh a more complicatedeffective
viscosi~ function including permeabtity and oil
saturation has also been implemented 32.
postulated that foam effective viscosity
acmrding to

+ Wc (wJ&-swr)fi(W+fp(w)
Pf = P*

()
+ES;

It is
varies

(4)

where#is the viscosity, the subscripts f and g refer to
foam and free gas, respectively,f. is a function of
surt%ctantconcentration, SW,is the irreducible water

saturation,fkis a function of absolutepermeabtity,fp is
a function of rhe pressure giadlen~ and D and E are
adjustableconstants. In addition, it is assumedthat the
relative permeabilities of all phases are unique
functionsof the saturation of each phase. Strong foams
that are effectivein the presence of oil would have a
large D and a small E. The various functions are
determined by history matching and experimental
observations.

Mechanistic Models. To date mechanistic models for
foam simulation have lead to population balance
approacheswhere the averagenumber of foambubbles
per unit volume is tracked”~3s4. This balance is
analogous to the usual mass and energy balances that
comprise a simulator. Bubble texture is then used to
predict foam mobtity. For example, a conservation
balance is written for the average concentration of
bubbles

:[flsfnf +$q)fiv*(ufnf,= @sg(rg-rc) (5)
d

where # is the porosity, S is saturation, n is bubble
density or texture, Ufis the flowing foam velocity,and
the subscripts t,and g refer to flowingfoam, trapped
foam, and gas, respectively.The total gas saturation is
the sum of flowing and stationary portions. Hence, S~
=$+ S,.The first term on the left is the net change in
foamtexture,whereas the secondis the convectionrate
of foam bubbles.On the right hand side, rg and r. are
the foam generation and coalescence rate-son a per
volumeof gas basis, respectively.Specificformulations
for Tgand r. are available in the literature17~~3s4.
These terms are important for they determine bubble
texture, and through texture, gas mobtity.

In addition to kinetic expressionsfor bubblegeneration
and destruction, the conservation equations require
flow rate relationships for each phase. For the flowing
foam, the structureof Darcy’slaw is retained

-Kiev
Uf = —Vpg

Pf
(6)

kti is the relative permeability to foam and pf is the
foam effective viscosity. Although Eq. (6) is in the
form of Darcy’s law, it does not imply Darcy flow
becausefoameffectiveviscosityis non-Newtonian.

In most population-balance f-ulations, foam
effectiveviscosityis expressedas



Pf = Ag ++
Vf

(7)

where rxis a proportionality constant Vf(= uJ/@$’)is
the foam interstitial velocity, and the theoretically
based value of the exponent is 1/3. The validi~ of Eq.
(7) is supportedby the analysisof bubbIeflowin tubes.

Gas mobtity in porous media in the presence of foam
is also reduced by trapped foam blocking an
appreciable amount of the pore space. This effect is
usually incorporated through the relative permeability
function.The clearestmethod of incorporatingtrapped
gas saturation via relative permeabtity is to recognize
that flowing foam selectivelypartitions to the largest
pores and to adopt a ‘Stonetype” relative penneabti~
mode117.Himce,the flowing foam relative permeabtity
is a timction only of S“ 35. Fiially, a constitutive
equation is needed to predict the tiaction of gas that
actuallyflowsU34.

The strength of this approach is that a frameworkis
provided to express numericzillyall of the relevant
physics regarding foam flow. To date, a fully
mechanistic, population-balance based simulator has
not been avaik&le.However,Chevron dit apparently,
use a proprietarypopulation-balancebased simulator to
predict and evaluate the performanceof a steam-foam
pilotl~G. Additionally, it has been reported recently
that the population balance equation was incorporated
into a compositional, thermal reservoir simulator and
the method was illustrated with sample calculations37.
The simulator was called FOAM3D to illustrate its
mukidmensional capabtities.

A criticism of mechanistic, continuum approaches to
foam simulation is that they require many variables
and parameters. For example, the population balance
approach of Kovsceket aL17~ employs 10 parameters
in addition to the usual parameters describing
multiphase flow. For comparison, the semi-empirical
approach illustrated in @. (2) has seven adjustable
parameters, whereas tie semiempirical adjustment of
foam effective viscosity given in Eq. (4) has two
unknown parameters and three functions that remain
to be specified. The advantage of the mechanistic
approach is that most of these foam parameters have
clear physical meaning and their values are set a
priori.

Example Calculations
The implementation in STARS of semi-empirical
reduction of gas mobility in the presence of foam has

been illustrated in several papers~ss. Hence, no
calculations are reported here. We do note that these
authors report generally good performance of the
simulator in regard to capturing features of foam
performancein the field.

A simple example is used here to illustrate the
application of the population balance method to field-
scale, multidimensional reservoir simulation. Foam is
injectedinto one-quarterof a confinedfivespot pattern
with 2.5 acre spacing. Hence, injector-to-producer
spacing is 72 m (235 ft) and we simulate converging-
diverging flow. The formation is assumed to be 20 m
tMcQ have a homogeneous permeability of 1.3 & a
constant porosity of 0.25, and impermeableupper and
lower boundaries. The system is specified to be
isothermal, aud air and foamer solution are injected
simultaneouslyinto the layer which is originally filled
with brine. The irjection well is partially completed
across the lower 1/8 of the interval, whereas the
production well is completedacross the entire interval
and maintained at a pressure of 4.8 MPa (700 psi).
Injection rates for Nz and aqueous solution are 15.5
and 0.85 m3/Q respectively. The injection rates are
such that the foam quality is roughly 95%. See ref 37
formore details.

To provide conrrast with the highly efficient foam
displacement to follow, simulations of unfoamed gas
injection were completedfirst. Gas saturation contours
in the vertical cross section are presented in Fig. 2 at
50, 100, 200 and 300 d. The gray-scale shading
indicates the gas saturation. Unshaded portions of the
graph refer to an Sgof zero, and progressivelydarker
shading corresponds to larger S&Areas contacted by
gas are poorly swept. Buoyancyquickly drives injected
gas to the top of the formation,a gas tongueforms, and
gas breakthroughat the produceroccursquite quickly.

After breakthrough, little desaturation occurs because
pressure gradients are low and buoyancyprevents gas
from contacting areas along the lower horizontal
boundary.This is classicalgravityoverride.

With simultaneousinjection of N2and foamersolution,
foam gerierateswhere surthctant and gas are presen~
and the results are dramaticallydifferent.Figures 3, 4,
and 5 present S9 nr, and G, profilesrespectively,in the
vertical cross sectionat times of 50, 100, 200, and 300
days. In Fig. 3, the gas saturation contours indicate
that both a strong displacement by foam is occuming
and a weakdisplacementby the unfoamedgas ahead of
the foam front. Near the injector, the high gas
saturation region associated with the foamed gas
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assumes a semi-spherical shape. The contours at later
times in Fig. 4 ~USt.@e that spherical grOWthand
efficient displacement continue. The darkly shaded
region immediately below the upper impermeable
boundary indicates a tongue of unfoamed gas that
formsdue to gravityoverride.

Figure 5 illustrates foam texture as a function of time.
The foamed regions correspond exactly with zones of
high gas saturation. The bubble textures associated
with black shading are 100 mm-3,and the light-gray
shading at the foam front is roughly 20 mm-3. The
most finely textured foams are found adjacent to the
well bore where gas and liquid flow velocities are
largest.

Interestingly, both Figs. 3 and 4 indicate a spherical
zone of foam growth. A similar trend has been
obsemxl in the field. Specifically, compare to Fig. 14
ofRef. 27.

The most provocativeresult of this simulation is found
in Fig. 5: surfhctant is actually lifted in the formation
above its injection point. Black shading indicates a
concentration of 0.83 wt%. Foamed gas effectively
desaturatesthe zone around the injector. Although the
aqueous-phase relative permeability function is
unchanged in the presence of foam, the low Swresults
in low relative permeability and highly resistive flow
for the aqueous phase. The flow of surfactant-laden
water is rerouted and surfactant is pushed upward in
the formation. In this example, gravity override has
beeneffectivelynegated.

When foam reaches the upper boundary of the layer,
displacement continues tiom left to right in the
horizontal direction in a piston-like ilishion that expels
the resident liquid phase. Propagation is slowuntil the
flowbegins to converge.

Summary
A brief review of the physics of foam generation and
flowin porous media was given in order to rationalize
tie attributes of a simulator that are ntxx.ssary for
successfulcalculation of foam flow on the reservoir-
scale.Methods for predicting foam flow that have been
incorporated into reservoir simulators were then
discussedalong with some limitations of eachmethod.

Nomenclature
c = exponentin foam effectiveviscosity
e = exponentin expressionfor MRF

k,= relativepermeabtity
K= pellneabiity

M=
MRF=

N.=
n=

P =

;:
v=

w.=

constant in expressionfor MN?
mobtity reduction factor
capillarynumber
number densi~ of foam
pressure
rate of foam generationkcnlescence
saturation
interstitial velocity
surfactantconcentration

Greek Letters
a= proportionalityconstant for foam effective

viscosity
$= porosi~

P= viscosity
c= surfacetension

Subscripts and Superscripts
= coalescencerate

;= flowingfoam
g= gas
1?= generation rate
m= maximum
o = oil
s= Surfactant
t = trapped foam
v = velocity
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Pig. 1: Por~evel schematic of a fiow-ng foam.

o 20 40 60
distance (m)

Fig. 2 Gas saturation profiles for unfoamed gas injection
into a confined 5 spot

Fig. 3 Gas saturation profiles for ttre simultaneous injcxXion
of gas and foamer solution into a confined 5 spot
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PROJECT 4: RESERVOIR DEFINITION

To develop and improve techniques of formation evaluation such as tracer tests

and pressure transient tests.

/
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4.1 A STREAMLINE APPROACH TO INVERSE PROBLEMS

(Yuandong Wang)

4.1.1 INTRODUCTION

4.1.1.1 Brief Description

The current research

permeability distribution of

of the Study

topic k to apply the concept of streamlines to infer the

porous media based on production information. The

production information includes the history of production rates, and the fractional flow of

water and oil at the producer. Additional ~ormation includes injection rate and pressure.

Most approaches to this inverse problem manipulate parameters at the grid-block

level and demand a great amount of computational work. By performing this process at

the streamline leve~ the inverse process is speeded up tremendously and the cost is greatly

reduced. lh other words, streamline properties, such as permeability and porosity, are

adjusted to match simulation and observation. By analyzing the sensitivity of the

fractional flow at different times to permeability along the streamline, a method is

developed to mod~ the t permeability at the streamline level

. Then, the modification at the streamline level can be converted to a modification at the

grid-block leveL

4.1.1.2 Example Problem to Solve

Assume that we are trying to retrieve the permeability distribution of a reservoir.

What we know is the production and injection information. We may also have some

information about the permeability distribution. For example, we may have some well

logging data and geostatistical simulations proyide realizations of the permeabdity

distribution. However, the hard data such as the well logging data are very limited in

amount and the geostatistical simulation is stochastic, encompassing many equi-probable

realizations. By running flow simulations, we find that the production given the

geostatistical permeability distributions does not necessarily match historical field
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production. That is to say, the fractional flow curve or the flow rate in the simulation

result does not match those in the field. That means the permeability field used for

simulation is not correct, assuming other flow properties are properly represented in the

simulation.

There are a number of ways to solve an inverse problem, such as simulated

annealing, genetic algorithm, and sensitivity studies. As described in the literature review

section, these approaches demand a great amount of computational work and, hence, are

very time consuming. The proposed approach, by employing streamlines, is aimed at

reducing the computational work by reducing the size of the inverse problem.

4.1.1.3 Importance of the Research

History matchingplays an important role in reservoir engineering because of

performance prediction and data interpretation. In many cases, we have water or tracer

breakthrough, flow rate, and pressure information at the producers. If properly used, this

information can be helpful in inferring the permeability distribution of a reservoir. Most

approaches to this inverse problem manipulate parameters at the grid-block level because

most simulators employ conventional finite difference techniques. Because there are many

cells, and most of these approaches need to run flow simulation many times to get a

satisfactory match, this inverse process involves a great deal of computational work.

Therefore, it can be expensive depending on the problem. One approach is to develop

very efficient optimization procedures for conventional simulators. Another approach is

to conduct the optimization at the streamline leve~ where there is an opportunity to speed

up the inverse inference of permeability distribution and also execution of the forward

simulation.

4.1.2 LITERATURE REVIEW

Thisreview discusses several methods for inventing reservoir production response.
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41.2.1 Simulated Annealing

Simulatedannealing(Gupt~ et al., 1994) is an analogueto the annealingof metal

to improve the quality of metal. The objective is to minimize the “internal energy” of the

system. When applied to our inverse problem, the quality that we seek to improve is the

match between the observed and computed production data. The internal energy is the

value of the objective function that indicates the error or mismatch. The parameters to be

modified are the undetermined reservoir properties such as permeability.

For our inverse approach to infer the permeability distribution, the objective k to

minhize the objective fimction as defined later in Section 6. The objective fimction is the

error between the computed production data and the field production data, The parameter

to manipulate is the permeability distribution. There are many grid blocks in this process.

Starting from an initial permeability distribution, flow simulation is run to get the

production data. Then the objective function is calculated. If the error is beyond the

tolerance, then the permeability values are perturbed randomly in some grid blocks. The.
simulation is conducted again and the objective function is calculated. Then it is checked

whether the objective function is reduced or not. If it is reduced, then t$e perturbed

permeability field is accepted. If the objective function value increases, then the

perturbation is accepted with a probability. The larger the objective function value, the

less probable it is that we accept this modification.

The above process stops when the objective fimction is within the error tolerance

or the objective function stops changing for several iterations. Each iteration includes

perturbing the permeability, running flow simulation, and calculating the objective

fiction.

This approach is time consuming and very expensive because each iteration

involves running forward simulation and most of the time, many iterations are required for

a good match. This is because there are many grid-blocks and the combination of a

permeability distribution that can give us a good match to the production data is not easy

to find within a few iterations. Sometimes, the solution can not be found because the

method is stochastic. The solution of this approach is run-dependent. That means a

different starting point may yield different results.
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4.1.2.2 Sensitivity Coefficients

A sensh.ivity coefficient approach (Landa and Home, 1997; Wen et al., 1997)

computes the sensitivity of the objective function(s) to the parameters being modified. In

our case, the parameters are permeability values for each grid-block. The sensitivities can

be expressed as the derivatives of the objective function(s) to each parameter. Then a

system is solved.

J/f*&–..--~ (1)

where M is a matrix of the derivatives (the sensitivity matrix), M-is a vector of the

parameter modification, and ~ is a vector of objective functions.

This approach can be expensive if there are many grid-blocks and therefore many

variables to manipulate. Computing the derivatives and solving the system requires great

computational effort.

4.1.2.3 Geostatistical and Streamline Approach

A permeability field generated by geostatistics is not guaranteed to match the

production data. Realizations may honor the measured permeability data and their spatial

distribution and some other data correlated to permeability, such as porosity and seismic

data. Geostatistics generates many stochastic realizations. When the flow simulation is

run using these permeability distributions, some may match the production dat~ and

others may not. If there are many realizations to test, this method can be expensive too.

Wen et al. (1998) presented a geoslatistical approach to this inverse problem by

integrating well production data. This approach includes two steps.

● Establish the spatial constraints on large-scale permeability trends caused by

the production data using an inverse technique

c Construct the detailed reservoir models subject to those spatial constraints by

means of geostatistical techniques.
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Their approach adapts the sequential se~-calibration (SSC)

single-phase multi-well transient pressure and production rate data.

inverse technique to

The SSC method is

an iterative, geostatistically-based inverse method coupled with an optimization procedure

that generates a series of coarse grid two-dimensional permeability realizations whose

numerical flow simulations correctly reproduce the production data. This approach is said

to be flexible, computationally efficient and robust.

However, this approach only applies for single-phase flow. For a two-phase flow

with the displacing phase fractional flow data, it will be desirable to integrate those data.

In fact, saturation information can provide information about the permeability distriiution,

such as flow channels and barriers. This is because the pressure equation is a transient

response, and therefore, anything that happens in any location of the domain will

propagate to the whole domain. However, the saturation equation provides local

information. Fractional flow data is the representation of saturation information at the

producer. Therefore employing the fractional flow data integrates additional information

into the inverse problem and helps to improve the match in the production data.

Vasco et al. (1998) applied streamlines to this inverse problem. They integrated

dynamic production data into a reservoir model using streamline-based analytic sensitivity

coefficients. This is essentially a sensitivity approach. The difference between this

approach and other sensitivity approaches is the method to calculate the senshivity

coefficients. Other approaches may require a reservoir simulation to be run to obtain a

sensitivity coefficient to a single parameter. The permeability value in each grid-block is a

parameter. Therefore, the common way of calculating sensitivity is expensive. By

employing streamlines and calculating the sensitivity analytically, the procedure for

calculating the sensitivity is greatly speeded up. However, there is still a very big system

to solve because the size of the system is proportional to the number of grid-blocks.

4.1.2.4 Streamlines and Mobility Ratio

A streamline is tangent everywhere to the velocity vector. Therefore, no flow can

cross streamlines. In two-dimensional space, two streamlines form a stream tube. The

flow rate in a stream-tube is the same as the flow rate in any other stream-tube (Th.iele et
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al., 1996). For streamlines, this equal flow rate property is also applicable. We use the

terms stream-tubes and streamlines interchangeably. Streamlines are the representation of

stream-tubes h three-dimensional space. There is a pore volume and a flow rate

associated with each streamline. The flow rate associated with each streamline is the

same. However, the pore volume of each streamline can be different from others. The

dilTerence in streamline pore volume results in dfierent breakthrough times for different

streamlines. The term, time of flight (TO)?), indicates the pore volume of a streamline. The

larger the pore volume associated with a streamline, the larger is its time of tight, and the

later a displacement front in a particular streamline breiks through.

Because there is no flow across a streamline, we can represent the flow field by

lD-flow streams along each streamline. For a field with given permeability and saturation

distribution, we can solve for the streamline distribution (pressure field). However, the

saturation distribution changes with the progress of displacement. Therefore, the pressure

field, as well as streamline distribution, might need to be solved many times to ensure

accuracy. Whether it needs to be solved only once or many times depends on the mobility

ratio of the dispkcement.

If the mobility ratio is unity, then the two phases have the same flow properties

and the saturation distribution does not a&xt the pressure field. Therefore, the

streamlines do not evolve with the displacement, and the streamline distribution needs to

be solved only once. Every streamline has the same flow rate associated with it.

If the mobility ratio is very close to unity, then the streamline distribution may be

solved only a few times to save the computational work and at the same time to ensure the

required accuracy.

However, for non-unit mobility ratio, the streamline distribution evolves in the

process of displacement. Then to achieve accuracy, the pressure distribution needs to be

solved as many times. There are two ways to treat the evolution of streamlines.

1. Fix the flow rate and let the streamline position change. In this case, the flow

rate is the same for every streamline and remains the same throughout the

entire displacement process. However, the streamlines change position and
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even the number of streamlines may change depending on the whether the total

flow rate’vafies.

2. Fix the streamlines and let the flow rate associated with the streamlines change.

When streamlines are fixed, the flow rate associated with a streamline changes

depending on the mobfity ratio.

4.1.2.5 Streamline Simulator (3DSL)

In most streamline simulators, we solve the pressure field for a given saturation

distribution, obtain the streamline distribution, map the Buckley-Leverett solution along

the ID streamlines for a short time period, and then solve the pressure as many times as

necessary. Because the pressure equations and saturation equations are decoupled, the

simulation is speeded up significantly. We use the 3DSL streamline simulator by Batycky

et al (1997). The accuracy and computational efficiency are satisfactory (Wang et aL,

1999)

4.1.3 BASIC IDEAS

4.1.3.1 Streamline Breakthrough Versus Production Fractional Flow

Each streamline carries a certain amount of flow and has a specific pore volume

associated whh h. The breakthrough of each streamline contributes to the fractional flow

at the producer(s). Asume there are lV streamlines associated with a producer. For unit

mobility ratio, the flow rate associated with each streamline is the same and remains

constant throughout the displacing process. Each s~eamline contributes 1/N of total flow

rate to the producer assuming incompressible fluid. Therefore, when each streamline

breaks through, the fractional flow of the displacing phase increases by 1/IV. For non-

unit mobility ratios, if the streamlines are assumed to be fixed but the flow rates can vary,

then the increase of the fractional flow may not be l/lV.



4.1.3.2 Permeability Modification along Streamlines

Assume that, in the example above, large differences are observed between the

field and simulation fractional flow cnne.s. If we know the order of the streamline

breakthrough and how much a particular streamline contributes to the fractional flow,

then, by examining where on the curve tie cli&erences lie, the streamlines that are

responsible for the cWYerencescan be spotted

Figure 1 shows an example. The dotted line is the observed fractional flow curve

at the producer. The solid line is the simulation result. In the simulation result, the

dimensionless time tD for ~w = 0.3 is 0.6 (real time is 720 days) for Producer A.

However, that same tD in the field observation is 0.71 (real time 860 days) for tie same

producer. Then we know that the streamline responsible for that ~w in the simulation

breaks through earlier than it should. By checking how many streamlines are connected to

this producer, we can figure out how much a particular streamline breakthrough

contributes to the fractional flow. Say, if there are 50 streamlines connected with this

producer, then each streamline breakthrough contributes 0.02 to the fractional flow,

assuming unit mobility ratio. Then we know that the 15& streamline is responsible for the

fractional flow ~w = 0.3. Therefore, to make that streamline breakthrough at the same

tine as in the field, the permeability along this streamline should be decreased to cause

later breakthrough.

By computing the sensitivity of the fiactionaI flow at different times to

permeability along the streamline, a method to modi.& the permeability at the streamline

level can be developed. This is discussed in cletail in Equations.

The last step is to convert the modification at the stretie level to the

modification at the grid-block leveL More details are discussed in the Strategies of the

Study.
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4.1.4. STEPS OF THE STREAMLINE APPROACH TO THE INVERSE

PROBLEM

1. Given a reference permeability field, use the 3DSL streamline simulator for forward

simulation to obtain the reference water breakthrough curves at producers, the

production rate, and pressure drop history between injectors and producers.

2. Generate an initial permeability field;

3. Run shrmlation. Check the match for breakthrough, flow rate and pressure drop. If it

does not match the reference dat% modify the permeability as in the following steps;

4. Work on the streamlines: Calculate the time of tight (or the associated pore volume)

for all streamlines. Sort the streamlines in the order of the pore volume associated

with the streamlines;

5. Locate the streamlines that need to be mocli.fied. Compute the Merence in fractional

flow, flow rate and pressure drop between the simulation result and the reference. For

the breakthrough curve, check where the Merence lies. Relate h to the

corresponding streamline.

6. Mod@ the permeability value along the streamlines based on the clhlerence of the tD

between the simulation result and reference for the same fi-actional flow.

7. Repeat Steps 3 to 6 until a satisfactory match is achieved.

4.1.5 STRATEGIES OF THE STUDY

4.1.5.1 Starting Simplifications

To start constructing the inverse method, the following assumptions are made to

simplify the problem.

● Incompressible flow. If flow is compressible, then not all the streamlines connect an

injector and a producer. Streamlines can begin anywhere in compressible flow. In
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this case, we will have trouble tracing the streamlines, calculating their pore volumes,

and predicting the breakthrough time of each streamline.

Piston-Iike displacement. Along the streamline, flow is one-dimensional In most of

the cases, the 1-D flow is the Buckley-bverett solution in which there is a shock

followed by a spreading wave. By assuming piston-like displacement, we have a step

change in displacing phase saturation. It will simplify the problem at the beginning of

this study and we will relax this assumption later.

Unit mobility ratio. Unit mobility ratio is where we start and we will consider non-unit

mobility ratio later.

Two dimensions. 2-D is simpler than 3-D, and the extension to 3-D should be

straightforward.

Single injector. For a single injector, all the streamlines start Ilom the same location.

For multi-injector cases, it is more difficult to trace, sort and work on the streamlines.

No constraint of the permeability values or their distribution. Very small changes in

porosity may result in large changes in permeability. When we modi@ the permeability

in a grid-block, we do not modify the poroshy, although they are co-related.

Only permeability is to be modified.

Most of these assumptions will be removed later in the study to broaden its

applicability.

4.1.5.2 Programming in C++

This study involves a great quantity of coding. It also involves many objects such

as wells, streamlines, grids, production information (including fractional flow and flow

rate) and petrophysical properties such as permeability. To more easily manage the code,

it is written in an ob@ oriented programmingg language, C++ serves this purpose.
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4.1.5.3 Way to Modify the Permeability Distribution

The modification of permeability distribution is petiormed at two levels. As

discussed above, by trying to match the fractional flow curve, we know which streamline

to modify. By applying Newton’s method and solving a linear system, the degree of

modification to the effwtive permeability required along the streamline can be determined.

This is at the streamline leveL

However, this is the average permeability of the streamline and we need to modify

the permeabilities of the cells. Sometimes a cell is connected with more than one

streamline. For example, assume that streamlines i and j pass through the same ce~ and

that, for a good match the permeabfity along streamline i is to be increased by a factor of

1.2, and that value for streamline j is 0.9. Then it is diflicult to determine what value

should be used to mod@ the permeability in this ceIL

Therefore, when the modification is performed at the streamline leve~ the

information about permeability modification along a streamline is saved for each cell h

passes, but no modification of the cells are made. After all the information is collected,

the decision can be made about the cell permeability. The exact procedures for making

these decisions follow.

4.1.6 EQUATIONS

4.1.6.1 Objective Functions

fi this problem, the objective function is a measure of the match between the

simulation results and the field observation and its value is minimized. To be more

precise, the objective function is a normalized error of the simulation results. Its value is
. . .

mmmuzed in this study. The objective function E is defined as

(2)
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where the subscript i is the index of producer. NP is the number of producers. Ei is

the error of producer i.

Ei = EtD,i + ‘Ap,i + ‘q,i (3)

EtD,i is the absolute error in dimensionless time for the same value of fractional flow,

EAP,i is the norm- error of the pressure drops between the in.ector and producers at

producer i, and E~,i is the normalized of flow rate at producer i. They are defined

below.

Error in Fractional Flow or Time

1 ‘sl,i
E —z et,i, j‘D *i = N~l,i j=l

(4)

where et,i,j is the normalized error in breakthrough time as defined below. N~z,i is the

number of streamlines connected to producer i.

. = t$,i, j – t~,i,j‘t,i, J (5)

where &,i, j and ~~,i, j are the computed and reference dimensionless breakthrough time

for j ‘“ streamline at producer i, respectively. These are calculated flom

flow curve because streamline bretiough is related to the fractional flow.

The quantity et,i,j can also be expressed in terms of dimensional

the fractional

breakthrough

time and normalized by reference breakthrough time, as in the alternative equation below.

c R-
‘i7j —%]

‘t,i,j = R
‘i7j

(6)

All the terms are the same as defined above except that, without subscript D, t

refers to dimensional time instead of dimensionless time in Eq. (4).
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Error in Pressure

EP,l

where e~,i is the normalized error in pressure at producer i as defined below.

(7)

c –@APi
ep,l

.=

4?
(8)

where 41C and 4~ are calculatedand reference pressure drop between the in@ctor and

producer i, respectively.

The error in pressure is normalized by the reference pressure so that its absolute

value will be within the range of Oto 1 and it is of the samescaleas the error in fractional

flow.

Error in Flow Rate

Eq,i = ‘q,i

where eq,i is the normalized error in flow rate at producer i as defined below.

(9)

‘q,i (lo)

c and q? are calculated and reference flow’rate at producer i, respectively.where qi

4.1.6.2 Systems to Solve for Modification of the Permeability along

Streamlines

When permeability along one streamline is modified, not only the breakthrough time

will change for this streamline, but also for other streamlines as welL Therefore, the

modification of the permeability cannot be performed independently for each streamline.

Instead, modification for all the streamlines should be performed simultaneously.
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However, it will be convenient if the modification is decoupled for different

producers. By doing so, a large system is split into several small systems. To solve

several small sub systems is much easier and cheaper than to solve a large ‘system.

Assume producer P is under study now. Connected to this producer are N

streamlines. Each streamline breakthrough contributes 1/N to the fractional flow. Then

the system to solve for this producer is

al 1 alz als ““” qjypq 1
az~ azz azs ““” f22N NQ

a31 a32 ass ““” a3N Ak3 =

. . .

111
...

aN~ aN2 aN3 “”” aNN MN

%,1

%,2

%93
. . .

‘t,N

(11)

where au is the sensitivity of breakthrough time (dimensionless) of the i* streamline to

the permeability change along the j h streamline. These are ati’s derivatives and can be

computed as shown in the following subsection. The quantity tDti denotes the error of the

breakthrough t~ (or normalized t) of the j a streamline, as defined in Eq. 5 or 6.

It might be more convenient to mod@ the permeability by multiplying by a factor

not by adding a value. Then the following ~uation will be more appropriate.

al 1 a~z alB “-” alN

azl azz azs .“” a2N

a31 a32 aBs . . . fJ3N

. . .

aN~ aN2 aN3 .“” aNN

aq

tikz

&3

. . .

,~N I
%,1

%,Z

= et,3

. . .

‘t,N

(12)
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4.1.6.3 Sensitivity Study - Computing of Derivatives

The element au is the derivative of the breakthrough time of streamline i with

respect to the permeability along streamline j.

This derivative can be computed by applying Dykstra and Parsons (1950) method for non-

communicating layers. The method relates the breakthrough of ~erent layers to the

effective permeability for each layer. Changing the permeability of one layer changes the

breakthrough time for all the layers. Streamlines can be treated as non-communicating

layers. In this way, the derivatives above can be easily determined.

The breakthrough time for streamline n can be calculated by the following

equation.

z?~l

~ (&D)j

tD,n
= j=l

(~At)
(14)

where ~D,j k the dirnensionkss length of the dkplacing phase front of the j * streamline

when the n ti streamline breriks through. The porosi~ is @, Aj is the cross-sectional area

of streamline j, and At is the total cross-sectional area. For fast streamlines, ~D, j can be

‘@A)jwith VD,l, Eq. 13 can be rewritten asgreater than 1. Substituting -
@t

Nsl
‘D,n = l~lvD,jxD,j (15)

where VD,Zis the pore volume associated with streamline j.

h ~. 14, ~D k a fhnCtiOII Of xD,j, which can be eXprtXSedas a fhCtiOn Ofthe

permeabilities of all the streamlines. Therefore, to calculate the derivative of breakthrough



time of the nti streamline to the permeability of the m* stream-line, we can apply the

chain rule.

(16)

The Dy&ra and Parsons (1950) method relates ~D,j to the effective permeability

of all the streamlines. The formula for calculating ~D,~ is different for unit mobility ratio

and non-unit mobility ratios as described next.

Suppose there are lVsz streamlines connected to producer i . We are interested

in how XD,~ changes with the change of permeability at the m b streamline.

For unit mobility ratio, the pressure field as well as the streamline distribution

remains unchanged throughout the displacement process. Streamlines can be treated as

non-communicating layers.

When brealcthrough happens at streamline n, the front position at streamline ~ is

calculated by

kj
xD,j= —

kn
(17)

When the permeability of a streamline changes, the above derivative can be

expressed as

[-kj/k;, ifm=nandn+j

Therefore,

{

axD,j 0,-
—=
akm llkn,

(0 7

ifn=j

ifm=j, m#n

ifm#j, m#n

(18)

(19)

[ llkn, ifm#n
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f

-+ yvD,jkjN=, ‘n =-1, if ?n=n
kn j=l,j#n ~V~,jkjlkn

j=]

< (20)

‘D,m ‘kn ‘D,mkn ~
= N=l “~’

iJm#n

‘n ~VD,jkjlkn zvD,jkj

i3tD,n/3km is a fimction of permeabili~

j=l

and streamline pore volume. However,

atD,n ‘tD,n
are constants and much easier to compute.

akm /km

When the n b streamline breaks through, the front position in streamlines that

broke through earlier than n are located at,

For streamlines that break through later than the

[ 1
112

M2 +&.j@) -M
kn

Xn:=
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(21)

n b streamline,

(22)
I–M

where M is the end point mobility ratio of the displacing phase to the displaced phase.

With @. 20 and 21, &D, j / akm can be easily computed using the same method

as in the unit mobility case. But now the derivative is not only a fimction of permeability

but also a fimction of mobility ratio.

k the same way for the unit mobility case, we substitute 3xD,j / akm into Eq. 15,

ihD n /tD,n
compute &D,n /akm, and simplify the derivative by COmputhg a~ , k .
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4.1.7 PRELIMINARY RESULTS, PLANS AND

4.1.7.1 Preliminary Results

EXPECTATIONS

Iobtained promising resuks with this approach. Ihthe reference field, there are

one injector and two producers. Between the injector and Producer 1 there exists a high

permeability channe~ and between the injector and Producer 2 there is a low permeability

barrier as shown in Fig. 2. Starting born a homogeneous permeability field, both the

breakthrough and pressure drops are far away from the reference (see Figs. 3 and 4).

After three iterations, a very good match both in pressure drops and breakthrough curves

is obtained. This indicates that this approach converges rapidly, much faster than most of

the other approaches to this inverse problem.

Figure 4 plots the errors versus the number of iterations. The solid line in Fig. 4(a)

is the sum of the errors at the two producers. The dashed and dotted lines are for each

producer, respectively.

Comparing the computed permeability field with the reference field in Fig. 2, we

find that, with this approach, the high permeability channel k retrieved quite accurately.

For the barrier, the resolution is not as accurate. However, we have good matches for the

breakthrough curve and pressure drop.

4.1.7.2 Plans

Develo~ the Method, Desicm Code and lm~lement the Code

This is the main task of the study and is currently in progress.

Remove the Assum~tions

The assumptions listed above in Section 4.1.5.1 limit the application.

the simplifications should be removed to broaden its application. Our plan is to

● Piston-like displacement to Buckley-Leverett solution;

● Unit mobility ratio to non-unit mobility ratio;

● Two dimensional to three dimension,

● Single injector to multi injectors;

Therefore,

relax
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APdV Geostatistics

There is no constraint of the permeability values or their distribution as yet.

Placing constraints on the permeability values and distributions with the use of other

information such as well log data and seismic data may accelerate the process and improve

the method. On the other hand, trends revealed by the well log data and seismic data and

other resources should be honored. Geostatistical techniques should be integrated into

this approach to make use of those data.

Make Comparison with Other Approaches

For comparison, we will develop examples that use a conventional history-

matching approach to infer the permeability distribution. We will then compare accuracy,

computational efficiency and applicability.

4.1.8. NOMENCLATURE

A
Aj
AT
E

;.
h
k
krO
km
1
L,
M

P

:
Sw
tD

VD

XD
w

4

are% L2
cross-sectional area of streamline j, L2
total cross-sectional are% L2
Absolute error
Relative error
fractional flow of water
bed thickness, L
permeability, L2
relative permeability of oil
relative permeability of water
length, L
length of stream tube i, L
mobility ratio
pressure, M/L. ~
flow rate, L3/T
saturation
water saturation
dimensionless time
dimensionless volume (pore volume)
dimensionless length
width of a stream tube, L
porosity
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4.2 DISPL-ACEMENT EFFICIENCIES FOR DIRECT-LINE DRIVE

AND EDGE-WATER DRIVEWATERFLOODING USING

STREAMTUBE MODELS

(Amos O. Kehinde)

4.2.1 SUMMARY

Watefflooding is one vital improved oil recovery option which has widespread

application, but is yet to benefit fully from the modem reservoir management practices of

prior- and post- implementation performance evaluation by simulation. This is because,

generally, it is still difficult to model entire fields accurately. Streamtube modeling,

which primarily involves flow profiling from a source (the injector) to a sink (the

producer), offers a qualitative and quantitative approach to conceptu@zing waterflood

displacement mechanisms. This work is an application of streamtube modeling to

predicting performance of oil/gas reservoirs

direct-line and edge-water injection schemes.

on waterfiood, with particular reference to

4.2.2 INTRODUCTION

Several modetig techniques have contributed to our understanding of waterflood

displacement mechanisms since its accidental discovery in the Bradford field,

Pennsylvania in the late 19ti century. Yet, our understanding would benefit further from

new contributions in this area. Waterflooding is attractive for many operation

economic, and technical reasons. Not surprisingly, it is a natural preference for improved

recovery from oil/gas reservoirs. Water is readily available onshore and offshore,

accounting for 4/5ti of the earth’s areal surface. Our current understanding of its

chemical and physical properties makes water handling onshore and oi%hore relatively

easy, thus making it even more attractive

. improved recovery from oiUgas reservoirs.

among other cheap and available options for
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The sweep efficiency of a waterflood scheme is determined by reservoir

properties, drive patterns, reservoir depletion planning, and development strategies.

Three patterns of most common use in the industry are direct-line drive, staggered-line

drive, and 5-spot patterns, as shown in Fig. 1. They are all based on applying a repeated

injector/producer geometry across a field. However, for steeply dipping reservoirs,

peripheral or edge-water injection flood cotilguration is an option to consider.

a
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produces

Figure l(d). Peripheralor Edge WaterDrive (EWD)Watertlooding. Most commonapplicationsare
offshoredippingreservoirs.

Peripheral flooding, as illustrated in Fig. l(d), combined with irregularly spaced

injection and producing wells is gaining application in offshore deep-water development

especially where the reservoirs are steeply dipping. This application provides a frontier

that is also worth further understanding and research. It is noteworthy that new field

discoveries are now mostly confined to offshore locations in increasing water depths.

This trend may increasingly make peripheral waterflooding more relevant.

Unfortunately, the literature is very sparse on peripheral flooding.

Reservoir pressure is the driving force for production of oil and gas fi-om the

subsurface oil/gas reservoirs. Interestingly, subsurface flow patterns mimic what is

generally observed at the surface. That is, fluids flow through the path of least resistance

from high-pressure regions to low-pressure regions. Streamlines, thus, offer a qualitative .

and quantitative conceptualization of reservoir flows and a means to evaluate various

development scenarios. A streamline is a hypothetical line across which there is no flow,

and can be defined as the locus of points defining the pa@ of motion of an elemental

volume of fluid. Thus, a streamtube which is formed by two streamlines is an envelope

whh constant volume of fluid at steady-state conditions. The, application of streamtube



modeling to predicting performance of oil/gas reservoirs is a vast frontier for research

contributions and is currently a busy research.area.

4.2.3 OBJECTIVES

Following the success of work by Wang et al (1999) on staggered-line drive and

five-spot patterns, it is possible is to investigate the effects of aspect ratio and mobility

ratio on areal sweep efilciency of direct-line-drive waterflood patterns using

streamline/streamtube simulation. This will be done as a preliminary exercise where we

will investigate recovery efficiency of a direct-line drive with a unit aspect ratio using

streamtube/streamline simulation.

Secondly, we will provide a preliminary basis for the evaluation of recovery

efficiencies of edge-water or peripheral-drive waterfloods using either a streamtube or

black-oil model, or a combination of both.

The bottom line for any waterflood scheme is increased incremental oil recovery.

Performance evaluation is a measure of volumetric sweep efficiency. Volumetric Sweep

Efficiency, EV, is defined as the ratio of

displacing fluid. It can be decomposed

Efficiencies.

volume swept to volume contacted by the

into ared EA, and vertical E], Sweep

Ev =EAx EZ (1.1)

Areal efficiency is the ratio of area convacted by displacing agent to the total area,

while vertical sweep efficiency is the ratio of cross-sectional area contacted by displacing

agent to the total cross-sectional area. Both areal and vertical efficiencies are normally

obtained independently using correlation, analytical calculations, scaled laboratory

models and numerical simulation.

Another parameter that gives a measure of the effectiveness of a waterflooding

scheme, and thus helps in its management and monitoring, is mobility ratio. It is defined

as the ratio of the effective permeability to the coefficient of viscosity of the displacing
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phase upon the ratio of the permeability to the coefficient of viscosity of the displaced

phase.

M=(kd/Pd)/kD/PD (1.2)

where subscript d stands for the displacing phase and D the displaced phase.

The displacement process is very favorable when mobility ratio is much less than unity,

(thatis M <<l).

4.2.4 LITERATURE REVIEW

Many authors and scholars have contributed to the evolution of waterflooding as a

proven technique for enhanced, improved or simply incremental oil recovery. There are

four methods for modeling oil/gas flows, namely - correlation, scaled physical models,

analytical models and simulation models.

4.2.4.1 Laboratory Studies

Scaled physical models are popular because they afford a scaled observation of

the actual scenario. The contributions of Dyes et al. (1954) are significant in this regard.

Dyes et al. assumed piston-like displacement, in a regular, homogeneous confined pattern

such as five-spo~ staggered-line and direct-line. Their results plotted as areal sweep

efficiency (EA) versus mobility ratio (M), (indicate that area.1 sweep efficiency

increases with dimensionless time and decreasing mobility ratio. Areal sweep efficiency

also increases as the pattern drive geometry or configuration becomes more linear.

Conversely, large mobdity ratios are detrimental to the displacement process. Other

contributors are Craig (1971), and Claridge (1972).

Dyes et al. (1957) alsostudied the effects of water breakthrough on oil production

at difTerent mobility ratios. Their work represents one of the earliest to study the effects

of fluid nobilities on areal sweep efficiency after breakthrough in an injection scheme. It

is noteworthy that prior to the work of Dyes et al., post-breakthrough performance was

unquantified and most researchers at that time limited their work to performance before
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breakthrough. Dyes et al.’s results, therefore, positively impacted the economics of

waterflood projects. The most interesting of their results was that over 50% of ultimate

recovery is possible post breakthrough, although this recovery maybe slow.

However, the success of Dyes et al. work is impaired by the simplifying

assumptions that underlined their work. These assumptions are at variance with actual

reservoirs, which are naturally heterogeneous. Though experiments afford the

opportunity of observing in-situ the reservoir displacement mechanisms, it is clear that

they cannot be made to capture all the details and characteristics of the reservoir.

Simulation offers a tremendous advantage over experiments in this regard as it can be

made to account for local heterogeneities as maybe desired.

4.2.4.2 Simulation

Simulation models are many and varied, with the black-oil model being the most

widespread in the industry. The black-oil model when solved using conventional finite -

difference methods displays numerical dispersion and excessive run times when fine

grids are used. These problems can become amplified when used to model large

waterflood reservoirs.

The streamline theory of water/oil/gas flows has received a sigriiflcant and

practical contribution via the work of Thiele et al. (1994). They simulated convective

displacements in heterogeneous reservoirs by mapping fluid displacements as

streamtubes while accounting for the mobility changes within the reservoir. Their work

has culminated in the versatile streamtube simuJ.ator(3DSL).

Wang et al. (1999) recently investigated the effects of mobility ratio on pattern

behavior of a homogeneous porous medium using 3DSL. They confiied that staggered-

Iine drive has better areal sweep efficiency ( EA ) than an equivalent five-spot pattern at

unit mobility ratio (that is, at i14 = 1). Notably, they obtained an interesting result that at

very favorable mobility ratio (M < 1), a five-spot pattern has a higher areal sweep
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efficiency than staggered-line drive, a result which corroborates the experimental results

of Dyes et al.

Direct-line drive represents the beginning point for our exploration of waterflood

operations while peripheral flooding

represents an unexplored challenge

approach.

represents another extreme. Peripheral flooding

particularly utilizing the streamtube modeling

4.2.4.3 Analytical Methods

Two common approaches to modeling fluid kinematics are Eulerian and

Lagrangian methods. Both methods are predicated on kinetic energy theory that fluids

are continua. In the Lagrangian method, the history of an elemental volume of fluid is

followed. The elemental fluid volume is identified by its spatial coordinates at the instant

time t = O and its coordinates at any later time t are functions of time t, and the initial

coordinates. The path of an elemental volume of fluid is the curve of fundamental

importance in the Lagrangian method.

The Eulerian method is a cinematographic approach, and the basic concept is the

state of velocity throughout the whole region occupied by the fluid at one instant. The

complete state of motion is given by succession of such instantaneous pictures of the state

of flow. In this method, the curve of fundamental importance is the streamline. The

Eulerian method is utilized in this work to model waterflood performance via 3DSL.

Hence, a summary of the Eulerian approach is given.

A streandhe is a curve such that its tangent is parallel to the velocity of fluid, at a given

instant, at the point of interest. At a given instant, a stretie is the locus of all the

elemental fluid volumes which have passed through a fied point within the fluid. Thus at

steady state, streamlines are identical to the paths of the elemental fluid volumes.



Eulerian Amroach

Applying the continuity equation to the control volume d X6yd z in 3D.

PV y+dy

pulx

pwlz

\

t

Pulx+dx

Figure 2: Demonstrationof Mass II \
Conservationin Fluid. Flows pv y pw I Z*

Y

The net mass flow per unit cross sectional area in the x –direction is

pu ~–pu~x+&

where u is the velocity in the x – direction.

Similarly, the net amount of mass leaving the “boxper second through the y – and z –

faces are PV y –Pv y+dy

Pw z–Pwlz+&

where v and w are the velocities in the y – and z – direction respectively.

(1.3)

(1.4)
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Using Taylor’s expansion and neglecting terms of order 2, the accumulation of

mass per second in the control volume is –

The rate of change of mass of the fluid in the box is –

(bapx, X6 y($z

Equating total accumulation to rate of change of mass:

Expanding the derivatives,

ap+Uap+Vap
(

)
au:apw=o——— —

at ax ay‘p ax * Z,

For steady and incompressible flow the equation reduces to,

(1.5)

(1.6)

.

(1.7)

(1.8)

The divergence of the velocity vector is zero as expected.

V[ui + Vj + Wk )= O (1.9)

The stream function (or current function) is defined as a line everywhere tangent

to the velocity vector. The stream fimction is the line integral of the normal velocity

component from a specifkd source to a sink. A streamline is thus also defined as the

locus of points of equal stream fimction.
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The amount of fluid flowing across any path between two points on two

streamlines is the change in stream function between the two lines. In 2-D, this change in

stream function is

dY = –VdC + udy (1.10)

where Y is the stream function.

Expressing the change in stream function as a total derivative

dY=awax~h+awayixdy

Comparing Eqs. (1.10) and (1.11)

u ~-away

v= ayf ax

(1.11)

(1.12)

Injectors and Producers as Source-Sink Pairs

From a source (the injector) in the reservoir, displacing fluid issues symmetrically

in all directions provided that permeability and pressure fields are homogeneous and the

displaced fluid is produced at a sink (the producer). The strength of the source which

defines the flow field, is determined by the permeability and in-situ pressure gradient

distributions.

In 3DSL producers and injectors are modeled as sinks and sources, respectively.

Consider a source-sink pair of equal strength h and situated a distance 2C apart (Fig.

3), in a homogeneous porous medium where the pressure gradient is initially zero.

The stream function at a point P(r,6) due to this combination is

m61 m62 m~
Y=—–— —

2n 2n = 2n

But tan61= y/(x-c) , tiI.n62=y/(X+C.) ,

(1.13)

and ~ (61–62) =(tan61+ t.a1162)/[l+~61tan62),
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therefore,

q – e~ = p = arctan [2cy/(x2 + y2 – C2)] (1.14)

Substituting, ~

Y=n@/2z=m/2z arctan[2cy/(x2 + y2 –C2)] (1.15)

A plot of the stream function gives streamlines, which area series of circles with passing

through the y-axis and intersecting at the source and sink.

2C

Figure 3- Sourc&YnkGeometry

4.2.5 FUTUKE WORK PLANS

Work on this project has just begun. Future plans follow.

1. Continue exploring the use of 3DSL with several hypothetical case(s) and actual field

data for direct-line drive pattern.
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2. Semchtie fiteratwe forwork rebtdto dge-water tijection (E~), such mgratity

drainage and bottom-water drive.

3. Formulate the component parts/considerations required for evaluation and

management of EWD.

● Investigate each factor with 3DSL

● Identify necessary modtilcations to 3DSL if necessary.

● Collect actual field data

- History match production ancl pressure profiles

● Attempt simulation with ECLJPSEusing identical data sets

● Compare results of 3DSL to ECIJFSE

4. Summarize conclusions

Direct-line drive

Edge Water Drive

5. Prepare Final Report.
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PROJECT 5: FIELD SUPPORT SERVICES

To provide technical support for design and monitoring of DOE sponsored or

industry initiated field projects.
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Even though no project directly related to field support services was completed

this year, SUPRI persomel have been active in information exchange and results

dissemination. Those activities include holding the annual meeting of our Industrial

Advisory Committee with eight companies attending. We have also participated in the

Annex IV of the research agreement between the U.S. Department of Energy and the

Venezuelan Ministry of Energy and Mines. Presentation of technical papers was made

at various Society of Petroleum Engineers meetings as well as at the International Energy

Agency Annual scient~lc meeting. Our researchers have participated in some of the

Petroleum Technology Transfer Center West Coast activities. Technical reports and

selected publications are available on the Worldwide Web ati

www.ekofisk.stanford.edu//SUPlU-A.
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